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Chapter 1

Systems with finite number of
degrees of freedom

1.1 Harmonic oscillator
A system described by the harmonic oscillator equation,
i+ wz =0, (1.1)

where z(t) : R — R, is the simplest system exhibiting oscillatory motion. This mathematical
model is used to describe a number of physical systems more or less accurately. For example,
to describe the oscillation of a weight of mass m on a spring of stiffness k,

mi + kx =0, w=1/—, (1.2)

or to describe the motion of a mathematical pendulum near the equilibrium position,
mlg + mge = 0, w=4/= (1.3)

or to describe the current flow in an LC circuit,

.1 1
Li+=I=0, S 1.4
c v~V (14

Thus, different physical systems lead to the same mathematical description of their behavior.
This is characteristic of a number of wave phenomena that we will deal with. Typically, we
will consider a particular physical system, often mechanical, create a mathematical model of it,

and investigate the wave phenomena that arise from it. The knowledge obtained will then have
general validity for any system behaving according to the same mathematical model.

1.2 Mathematical supplement: Complex numbers and expo-
nentials
Complex number 2z € C is a number of the form z = a + b, where a,b € R and ¢ is an

imaginary unit with the property i> = —1. The addition and multiplication of these numbers
is defined by “naturally”.



A complex conjugate number Z is a complex number Z = a — ¢b. The formula z1z3 = Z7 - Z3
holds. The magnitude of a complex number is defined as |z| = v/a? + b2, this expression can be
written as |z| = v/2Z.

Real and imaginary parts. We define the functions Re : C -+ R and Im : C — R called
the real and imaginary parts using the rules

Rez =a, Imz=%

(note that the imaginary part does not contain an imaginary unit!). If the real part is zero, we
call the number pure imaginary. The functions Re and Im are real linear, i.e.

Re (21 + 22) = Rez1 + Re 29, Re (az) = aRez, a €R,

identically for Im. Note Re(z122) # (Rez1)(Rezz) (same for Im). These functions can be
expressed simply by complex conjugation:

Rez:z_gz, Imz:z_z

2i

Complex exponential. Consider z = a + b € C. We define the complex exponential by
the following relation:

e? 1= e0tib — gagib _ oo (cosb+isinb).

Special case for a = 0,

¢®® = cosb+isinb, beR,

is called Euler’s formula !. The following holds |¢?’| = 1 and we can therefore write |e?| = €.
Polar form of a complex number. Any complex number z € C can be written in the form
z = |z]e"?, p € R. We call the number ¢ the argument of a complex number (this number is

not uniquely given, any integer multiple of 27 can be added). The argument ¢ is the solution
of the equations

Rez . Im z
E , sin p =
z

cosp = Fl

These equations are often formally? combined into the equation

Im z

Rez’

tgp =

Gaussian (complex) plane. Complex numbers can be represented as points on a (two-
dimensional) plane, where the Cartesian axes are the real and imaginary parts of the complex
numbers, see Figure 1.1.

!The special case of which is “the most beautiful mathematical identity” ™ = —1.
2In this notation, we lose information about whether ¢ € (0, 7) and/or ¢ € (r, 27).
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(a) Cartesian and goniometric representations of (b) The unit circle in the Gaussian plane formed
the complex number z shown in the Gaussian by complex numbers of the form e*?, ¢ € R.
plane.

Figure 1.1: The Gaussian plane is used to graphically represent complex numbers, where we plot the
real part on the horizontal axis and the imaginary part on the vertical axis.

The addition of complex numbers then has the geometric meaning of adding two-dimensional
vectors in the Gaussian plane. The number ' represents a number on a unit circle. An intuitive
notion of multiplication of complex numbers is obtained from goniometric notation:

2129 = |Z1\ewl]zz|ew2 - |zl||z2‘ei(<p1+<p2).

Thus, multiplication by the number ¢ represents a rotation by the angle ¢ in the complex
plane. Multiplication by |z| represents scaling in this plane.

Complex notation for goniometric functions. The following relations follow directly
from Euler’s formula:

e 4 e
2 9

e —e W

singpzlmew: 2
i

cosp = Ree' =

1.3 Mathematical supplement: Ordinary linear differential equa-
tions with constant coefficients

Consider the following differential equation for the function x(t)
anz™ + ap_12" Y + 4 agd 4+ a1d + agz = 0, (1.5)

where the coefficients a; € R are real constants, a,, # 0. Let us look for a solution of the form
x(t) = eM. Substituting into (1.5) (and factoring out e**) we obtain the so-called characteristic
polynomial of this equation

an)\n+an_1)\nfl +...+CL2)\2 4+ aiA+ag=0. (16)

Let A be the root of this polynomial with real coefficients, then X is also a root. That is,
either A € R or A\, A € C are a pair of complex conjugated roots.

If all the roots are different from each other (have multiplicity one) we get the so-called
system of fundamental solutions

{e>‘1t,e>‘2t, .. .,e/\"t}, (1.7)

9



Since the polynomial (1.6) is of degree n, we have n fundamental solutions?.

Superposition Principle. If x1(t), z2(t) are solutions of the equation (1.5), then so is ¢yz1(¢)+
caxa(t), where ¢ and cg are arbitrary constants (generally complex). The superposition principle
applies only to linear differential equations.

The general solution of the equation (1.5) is a general complex linear combination of the
fundamental solutions:

z(t) = c1eM 4 et 4 cpett (1.8)

Complex and real solutions. If x(t) is a solution of equation (1.5), then so are z(t), Rez(t)
and Im z(¢)* solutions as well. Thus, if we have complex fundamental solutions (corresponding
to complex-conjugated roots of A\ = a + ib,\ = a — ib) of e\ and e, we can change to real
fundamental solutions:

Aty At At At
eM = e e cos bt, Im et = g = ¢ sin bt. (1.9)
2 2%
This is equivalent to the restriction of the complex integration constants by the condition co = ¢;
in the linear combination cjeM + coe.

The general real solution is then a real linear combination of real fundamental solutions.

Initial conditions. The general solution of an ordinary differential equation of n-th order
(i.e., the highest derivative is of n-th order) depends on n integration constants. These are
determined from the initial conditions. Typically by specifying the values of the zeroth through
to n — 1-th derivatives at a given time tg:

Re

2(to) =m0,  dto) =vo, ..., a™ D(tg)=a{""Y. (1.10)

Homogeneous equation. The general solution we wrote was a solution of the so-called homo-
geneous equation — the equation with vanishing right-hand side. If we add a specified function
f(t) to the right-hand side,

an®™ 4 a1 2" £t avd + ayd + agz = f(2), (1.11)

we speak of the so-called inhomogeneous equation. The solution of the inhomogeneous equation
can be split into two parts because of linearity:

Z(t) = Tpom(t) + Tpare (1). (1.12)

Part 2., (t) is the solution of the original equation with vanishing right-hand side. Part z,...(¢)
is an arbitrary (particular) solution satisfying the equation with right-hand side (1.11), the
function ... (t) is called particular solution.
Harmonic oscillator. The harmonic oscillator equation (1.1) has the characteristic poly-
nomial of the form
M4wr=0 (1.13)

with roots A\j 2 = +iw and a fundamental system of solutions

[t ety (1.14)

3If X is a root with multiplicity k, then this root has k fundamental solutions of the form

{eM te, M)

“If we write down the complex conjugate of the equation (1.5), then if x(t) was a solution of the original
equation (1.5), then by the realness of the coefficients of a;, i.e., a; = @;, the Z(¢) is a solution as well. If z(t) and
Z(t) are solutions, then by the superposition principle, Rez(t) = 3 (z(t) + Z(t)) and Imz(t) = 5 (z(t) — Z(t)) are

2i
solutions as well.
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Thus, the general complex solution is of the form

z(t) = c1e™ 4 cpe ™1, (1.15)

We shift to the real solution by applying Re and Im to one of the solutions (e.g., ¢™?) or by

restricting the constants ¢; and cg by the condition ¢; = ¢ = “77“’:

. . 1 - 1 ;
z(t) = aRee™’ +bIme™' = acoswt + bsinwt = §(a — ib)e™! + 5(@ +ib)e” ™t (1.16)
The initial conditions leading to a particular solution are usually the initial position and initial

velocity at time ¢ = 0:
z(0) = xo, %(0) = vo. (1.17)

1.4 Mathematical supplement: Mean values

Consider the function f(z): R — R. Its mean value on the interval (1, x2) is defined as

1 %2
(F)zr,e0) = / f(z) da.

T2 — 21

f(x)

<f><:z:1,z2)

T P x

Figure 1.2: Illustration of the mean value of a function. The area under the graph of the function
f between the points z; and zo, S7 = f;f f(z)dx, is the same as the area of the rectangle Sy =

<f><11,$2>(x2 - x1)~

You can define the mean over the whole R by a limit

z'—o0 22’

If the function f is periodic with period L, its mean is given by the mean over an arbitrary
interval of length L:

1

z+L
<f> = <f>(:c,x+L> = L/ f(xl) dx/, where = € R is arbitrary.

For trigonometric functions, the following relations hold:
. -2 2 1
(sinwt) = (coswt) = 0, (sin” wt) = (cos” wt) = 7 (1.18)

For functions of several variables it is necessary to specify in which variable the averaging
is performed. In this text, we will only perform time averaging, so we will often not mention it
explicitly. For example, if we have a function f(7,t), then after time averaging we are left with
a function of only the position vector 7 f:R3 x R — R, (f): R?® — R.

11



1.5 Damped harmonic oscillator
The equation of a damped harmonic oscillator is
i+ 200 4+ wiz = 0. (1.19)

The notation I' = 24 is sometimes introduced, where § is the so-called decrement of attenuation.
Assuming a solution of the form z(t) = e, the characteristic polynomial is then of the form

A2 4 200 + wd = 0. (1.20)

If we consider a small (so-called subcritical) damping § < wyp, then the solution (1.20) is a

pair of complex-conjugated roots
A2 = —0 tiy/wi — o2 (1.21)

Thus, the resulting complex and real solution is
x(t) = e 0 (clem + 0267“'&) , z(t) = e 0t (acoswt + bsinwt) , (1.22)

where we have defined w = \/w(g) — 52,

1.6 Driven harmonic oscillator

The equation of the driven harmonic oscillator is obtained by adding a driving force to the
right-hand side of the damped oscillator equation:

&+ 204 + wix = B(t) (1.23)
Consider the harmonic driving “force”® B(t) = B cos(Qt), or its complex form
B(t) = B, BeR. (1.24)

Let us look only for a partial solution of this equation, which will represent the steady state
oscillation of the driven harmonic oscillator. Due to the complexification of the driving force,
this solution will also be complex. If we take its real part, we get the solution for the original
real driving force. Assume a solution of the form

i(t) = Ae™™, (1.25)
where A € C. We can write the number A in polar form, A = |Ale~%, and thus
3(t) = | A=), (1.26)

where |A] is the amplitude of the forced oscillations and ¢ is the phase delay of the oscillations
after the driving force.
Substituting our ansatz (1.25) into Eq. (1.23), we get

A(iQ)? + 26A3iQ) 4+ wiA = B, (1.27)

®The word force is in quotes because the quantity B(t) has an acceleration dimension, since we have the
isolated term # in the differential equation.

12



From this relation, we trivially express the complex amplitude A:

B

A= .
wg — Q2 + 2069

(1.28)

The amplitude of the driven oscillations |A| is

= B
1A] = VAA = e (1.29)

Next, we denote C' and —D as the real and imaginary parts of A, A = C —¢D. We expand the
expression for A with a complex conjugated denominator and obtain

2 2 -
wi — % — 24082 )
A= B(w% 0P T 100 =C —iD. (1.30)
We now easily read off the coefficients of C' and D:
wg — 02 2612
C= 0 B, D= B. 1.31
(wg — Q2)2 4 452027 (wg — Q2)2 4 46202 (1.31)

The coefficient C is called the elastic amplitude and the coefficient D is called the absorption
amplitude. The real solution is then of the form

z(t) = Re [#(t)] = Re [(C — iD)e™] = |A| cos(% — @) = C cos Qt + D sin Qt. (1.32)

A |A|7C7D

=V

Figure 1.3: The figure shows the resonance curves of a harmonic oscillator driven by a harmonic driving
force. The total amplitude |A| is shown in black, the absorption amplitude D in red, and the elastic
amplitude C' in blue. The maximum amplitude |A| is at Q, = \/wE — 202 < wy.

For the phase delay of the driven oscillations, we have the relation

-D D 26Q

The power delivered by the driving force. Why are the coefficients C' and D named elastic
and absorption amplitude? Let us study the power delivered to the system by the driving
force. Let the physical system considered be an oscillating weight on a spring with damping.

13



The instantaneous value of the mechanical power is P(t) = F(t)v(t), where F(t) = mB(t).
Substituting the expressions for B(t) and v(t), we have

P(t) = F(t)v(t) = mBcos Qt (—CQsin Qt + DQ cos Q) . (1.34)

If we now calculate the time-averaged value of this power (over one period) we get the result

(P) = %mB Q. (1.35)
Thus, the time-averaged value of the delivered power is proportional only to the absorption
amplitude D. The power corresponding to the elastic amplitude C' only transfers from the
driving source to the driven system and back, so that on average no power transfer occurs. If
we want to deliver as much energy as possible to the system, we drive the system at a frequency
that corresponds to the maximum of the absorption amplitude D.
Total oscillator energy. The instantaneous energy of an oscillator is given by the sum of its
kinetic and potential energy:

1 1
E(t) = §mv(t)2 + imwgfn(t)2 = §m|A|2 (92 sin?(Qt — o) + wd cos?(Qt — ®)). (1.36)

If we again calculate the time-average value over one period, we obtain
1
(E) = ZmyA\2 (9% +wj). (1.37)

Thus we see that the total energy is proportional to the total amplitude of the oscillation. If we
want to accumulate as much energy as possible in the oscillator (resonance phenomenon), we
drive the system at a frequency that corresponds to the maximum of the total amplitude |A|.
The maximum of the amplitude |A| is at point Q4 = y/wi — 262, the approximate value of
the maximum of the amplitude D is at point® Qp ~ \/wi — 6. For small values of damping &
we can consider Q4 ~ Qp ~ wy.
Quality factor. A quantity called quality factor is often introduced,

(E) _, (B

Q=2 Tprr = Gy (139

which (up to a multiple 27) indicates how much energy delivered per oscillation period (Ep) is
stored in the oscillating system.

Example. Wireless charging. A schematic of a wireless charging circuit is shown in Figure
1.4. The driving force is generated by the charging station with the transmitting coil, which
due to mutual inductance induces the voltage in the coil L in the RLC charging circuit. The
resistor R represents the appliance to be charged. Tuning the driving frequency of the voltage
U(t) to near resonance in the charging circuit causes not only the largest energy transfer (max-
imum absorption amplitude D) but also the largest voltage amplitude in the charging circuit
(maximum total amplitude |A]).

5The exact value is given by the solution of equation % = 0 with the result

Vw? —20% + 2,/ — 5%g 1 01

)
Y V3

14
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Figure 1.4: Wireless charging principle.

1.7 Systems with n degrees of freedom

Let us now turn our attention to systems with more degrees of freedom. The harmonic oscillator
had one degree of freedom — its position was described by a single coordinate x. For a system
with n degrees of freedom, we describe its position by Cartesian coordinates Z = (z1,...,Zy).
Again, we will consider simple mechanical models such as a system of two weights on springs
as in Figure 1.5 described by a pair of coordinates ¥ = (z1,22). Or a pair of pendulums
connected by a spring as in Figure 1.6 requiring four coordinates Z = (x1, x2, x3, x4).

01 z1 O3 €2

Figure 1.5: Two longitudinally oscillating weights on springs.

Z2 Ty

O12 Ty O34 T3

Figure 1.6: Two pendulums connected by a spring.

Consider Newton’s equations of motion for a general system of the form

.. ou .

mixi:Fi:_@xi’ ie{l,...,n}, (1.39)

where m; is mass of the body corresponding to the coordinate x; and the forces in the system
are described by a potential function U(x1,...,zy).

We will be concerned with the motion (i.e., the solution of the equations of motion) of these
systems in the neighborhood of stable equilibrium position.

Definition. Fquilibrium position is the position &y of the system for which F;(Zp) = 0 holds
for Vi € {1,...,n}, i.e., no forces are acting at this position (if the system was at rest at &y, it
will remain at this position). The forces are vanishing when the potential at Zy has stationary
point, i.e.

= g;]i =0, Vie{l,....n} (1.40)

T==xo

Fi(%o)
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Definition. Stable equilibrium position is the equilibrium position where the matrix

0*U

020 | 5z,

U;; - (1.41)

is positive definite. In other words, the potential at the point &y has a local minimum. Due to
the commutation of partial derivatives, this matrix is symmetric U;; = Uj;.

The method for solving the equations of motion, which will be described below, has one
technical requirement — the equilibrium position must be at the origin of the coordinates. This
is achieved by introducing new coordinates 5 by substitution E = ¥ — Ty, where Zy are the

constant coordinates of the chosen stable equilibrium position. Substituting into the equations
(1.39), we have trivially on the left hand side

2 .
m;T; = mzw(fz + 1'01‘) = m;&;. (1.42)

On the right-hand side we have to make the substitution in the potential function U(Z):
U(&) = U o (&) = U(£ + &), (1.43)

where we have defined a new function U of the variables E The inverse relation is U(Z) =

U(Z¥ — Zp), and after differentiating this relation (where on the right hand side we have the
derivative of the composite function) we get” (using Einstein’s summation rule)

oU  oU o¢;  dU ou
_ v == —. 1.44
81‘@ 8fj 8.%' 8fj J 8& ( )
Thus, the equation of motion has the same form as in the original coordinates -
. oU
L= 14

1.7.1 Approximation of small oscillations

For a general potential, the equations (1.45) can be very difficult to solve. We will resort to
the so-called small oscillations approximation — we will study the behavior of the system near
the equilibrium position. This is done by expanding the potential function U into a Taylor
series® (around the equilibrium position, i.e., around the point 5 = 0) and we keep only the first

"Consider a function f(z1,...,zx) : R®* — R and k functions gi(y1,...,u) : R® = R. We get the function
h(y1,...,w) : R" = R by composition

h(y,...ou) = f(gr(yr, - un), - gy, -, 0n))

Then the chain rule states
k

oh of Ogm
oyi mZ=1 Oxm Oy;

This rule is an extension of the rule for differentiating a composite function of one variable, [f(g(x))]’ =

f'(g(x)) ¢'(z), for multiple variables. Here, we have 0(5) ~ f(xi,. o xn), &(T) ~ gi(Y1, -« -y Yn)-
8Compare with the Taylor series expansion of a function of one variable! For the function f(z) around the
point 0, it has the following form:

f@ = s+ 4

2

x4+

=0

1 d*f
R

=
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nonzero term:

n

UE)=00)+> gg

i=1

& &+ ... (1.46)

a

Z 351853

&= 1,7=1

Let us now examine the different orders of the expansion. The zero order represents the value
of the potential at the equilibrium position Uy = U(O) We can choose this to be zero, Uy := 0,
since a shift of the potential by a constant does not alter the equations of motion. The first
order derivative represents the (minus) force evaluated at the equilibrium position,

ou

H0r="7%¢

(1.47)

—

but this is zero by the definition of the equilibrium position! The first non-zero order is therefore
the second. If we denote the matrix U as

02U

Vi = pe0g,

(1.48)

—

(which is a constant numerical matrix), which we will call the potential energy matriz, we can
write the potential U in the form

U(é) = % D Uit + - (1.49)

i,7=1

where the three dots indicate higher orders of the Taylor expansion, which we neglect in the
small oscillations approximation. The matrix U is symmetric due to the commutativity of
partial derivatives, U;; = Uj;. We have replaced the arbitrarily complicated potentlal function
U by a quadratic polynomial in the deviations from the equilibrium position 5

Let us now substitute the approximated potential (1.49) to the right-hand side of the equa-
tions of motion (1.47) and manipulate it (using Einstein’s summation rule):

ou 9
—F;, = % ~ 96 <;Ujkfj§k> = %Ujk (055&k + &0ik) = % (Uinér + Uji&5) = Uy&5,  (1.50)

where we have used the symmetry of the matrix U (and renaming the summation index) in the
last equation. By approximating the potential, we have achieved that the equations of motion
are linear!

n
m@f@ + ZUijfj =0. (1.51)
j=1
If we introduce another matrix T = diag (my, . . ., m, ), which we will call kinetic energy matriz®,
we can write
n .
> (Tijfj + Uijfj) =0,
j=1

9The kinetic energy of the system can be written as

=3 midt =1 3 Tk
i=1

i,j=1
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or written in a matrix form

TE + UE = 0. (1.52)

This is the final form!? of the equations of motion we will try to solve. The matrices T and U
are symmetric positive definite constant matrices.

1.7.2 Method of modes

Intuitively, we expect that when the system is slightly perturbed from a stable equilibrium
position, the system will oscillate about this position. Let us try to assume a solution containing
harmonic oscillations e (of an as yet undetermined angular frequency w). Consider a vector
function of the form

£@t) = ae™, (1.53)

where @ € R” is a constant vector. This form of the solution is called a mode. All parts of
the system oscillate with the same angular frequency w and the same phase. The real solutions
are obtained, for example, by acting with Re and Im on the obtained complex solutions. By
substituting the ansatz (1.53) into the equations (1.52) we obtain

(Ta(iw)? + Ua)e™! = 0. (1.54)
After simple manipulation we get:
(U—-w’T)a@=0. (1.55)

Of course, we require a non-trivial (non-zero) solution, so we look for frequencies w such that
the problem has a non-zero vector @ as a solution. If we multiply the equation by T—! and
denote by A = T~'U and A = w?, we get the form

(A—X\)a=0. (1.56)

This is thus the problem of finding the eigenvalues and their corresponding eigenvectors of the
matrix A. Thus, we proceed in the same way as in linear algebra. The requirement of non-
triviality of the vector @ is a requirement of non-triviality of the kernel of the operator U — w?T,
which is equivalent to its singularity, which is easily ensured by its zero determinant:

det (U — w?T) = 0. (1.57)

This equation is called a secular equation. On the left-hand side is the n-th degree polynomial
in the variable w?. Denote the roots of this polynomial by w?, k € {1,...,n}. We denote the
corresponding kernel vectors to these eigenvalues by dy, i.e. we solve the equations

(U - sz) aj,

0. (1.58)
For a given mode, the general solution is a linear superposition

Ei(t) = @y (cre™k! 4 coe™ 1) . (1.59)
Moving on to the real solution (by choosing ca = ¢):

E(t) = Ay cos(wit + ). (1.60)

19We could multiply the equations by T~ to get the form £ 4 (T~ U)¢ = 0.

18



The general solution found by the method of modes is then the linear superposition of all modes:

E(t) = Apiiy cos(wit + @r)- (1.61)
k=1

The constants of the angular velocities wy and amplitude vectors @y, are given by the physical
system, i.e., for example, the masses of the individual weights and the stiffnesses of the individual
springs. The integration constants of mode amplitudes Ay and phase shifts o, are given by the
initial conditions, i.e., for example, the initial positions and velocities of the individual weights.

Have we found a complete solution of the equations of motion (1.52) by the method of
modes? There are n equations of motion and they are of second order. Thus, we expect the
complete solution to depend on the 2n integration constants. We found n modes and each
contains two integration constants of the mode amplitude and its phase shift, for a total of
2n integration constants. Thus, we can conclude that we have found the complete (general)
solution of the equations (1.52).

Since we are looking for roots of the form w<®, we need these to come out positive. This
is ensured if the matrices T and U are positive definite. For physical systems that we perturb
from a stable equilibrium position, this is always satisfied; see Section 1.9 for details.

It may be that some wy is a multiple root of a secular equation. Then it is a so-called
degenerate problem. However, the only thing that changes is that the corresponding angular
frequency wy has multiple linearly independent vectors of amplitude @ (i.e., for the given wy, the
kernel matrix U — wi’]l‘ is multidimensional).

2

1.7.3 Cookbook

Let’s quickly repeat the steps to get to the general solution using the method of modes.

1. Introduce the coordinates E = (&1,...,&) € R™ that measure the deviation from the
equilibrium position.

2. Write the equations of motion in the form F]I‘é’ + UE =0, where T, U € R™" are symmetric
constant matrices. If necessary, use the small oscillations approximation.

- .
= iwt

3. Assume solutions of the form £(t) = @e™*, @ € R™ is a constant vector of amplitude ratios.

4. Substitute it into the equations of motion and require non-triviality of the solution, i.e.,
a # 0. We get (U — wQT) @ = 0. These conditions lead to the so-called secular equation
‘[U — w2']I" = 0.

5. The secular equation is a polynomial of n-th degree in w?. Find the corresponding roots
w,%. Find the corresponding eigenvectors @y, as solutions of equations (U — sz) ap = 0.

6. The general solution of the motion is of the form

£(t) = Agdiy, cos (wit + @) .
k=1

1.8 Normal coordinates

We represent the position of our physical system by n coordinates 5 Instead of representing this
position, for example, for a mechanical system as the concrete position of the individual bodies,
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we introduce the abstract notion of a configuration space C. This will represent the abstract
set of all possible positions of a given physical system. Each point p € C then represents a
particular position of, for example, weights and springs.

In our case, the situation is quite simple. Our coordinates E € R™ measure the Cartesian
displacements of the bodies from the equilibrium position and thus uniquely determine the
position of these bodies. Thus, we can directly consider the space of coordinates'!, C = R” as
the configuration space. As an example, Figure 1.7 shows the configuration space for a simple
mechanical system.

A g

o (&1,82)

.

§

01 & Os €

(a) Physical system.

(b) Abstract configuration space C = R?.

Figure 1.7: Configuration space for a longitudinally oscillating system of two masses and three springs.

Normal coordinates 77 € R™ are defined such that when the system oscillates in i-th mode,
the following holds

n; = Acos(wit + ¢), e =0, k#i. (1.62)

This behavior is achieved if we introduce the new coordinate axes 7); in the directions of the
vectors d@; (the original coordinate axes point in the directions of the standard basis vectors
€ =(0,...,0,1,0,...,0)). Thus, the representation of the i-th mode in the original and normal
coordinates is
£(t) = Ad; cos(wit + ), j(t) = A€ cos(wit + ¢). (1.63)
The transformation relation between the original f_:coordinates and the normal coordinates
looks as follows:

€= A7, (1.64)

where matrix A,

A=(la] ... (&), (1.65)

is a matrix consisting of column vectors @;. This transformation relation has exactly the property

described above — it converts a solution of the form (1.63) for 77(t) to £(%).
In normal coordinates, the equations of motion are of the form

i + wik = 0, (1.66)

"1t depends, of course, whether it makes sense to choose a completely arbitrary position 5 € R" as the
configuration space. For example, in the small oscillation approximation we require that gbe close to 0. However,
we can also look at it in such a way that in the small oscillations approximation we have mathematical equations
of motion that make (mathematical) sense for any £ € R".
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i.e., the system appears mathematically as a set of n independent harmonic oscillators.
The following normalization condition is often added to the definition of normal coordinates

arma; =1, Yie{l,...,n}. (1.67)

This fixes the magnitude of the vectors a@; — that is, we fix the scale on the new coordinate
axes 71;. These coordinates are still not uniquely defined. We are free to choose the signs of the
vectors a;, and also in the case of the degenerate problem we are free to choose the basis of the
corresponding multidimensional eigenspace. However, the formal definition is as follows:

Definition: Let a@;,i € {1,...,n} be the eigenvectors of the problem (U — w?T)ad = 0
normalized by the condition @ Td; = 1,7 € {1,...,n}. Normal coordinates ij are defined by the
relation

£ = A, (1.68)
where A is the matrix defined in (1.65).
In these coordinates

ATTA =1,  ATUA = diag(w?, ..., w?), (1.69)

n

see the next section. Substituting the definition (1.68) into the equations of motion (1.52) (and
multiplying by the matrix AT), we arrive at the form of the equations of motion in normal
coordinates (1.66) already mentioned, using the relations (1.69).

Example. Let us illustrate the concept of normal coordinates with the example of longi-
tudinal oscillations of two weights on three springs (see Figure 1.7). The general solution is of
the form (for m; = mg =m, k1 = ke = k3 = k):

F(t) = A, ( 11 > cos(wit + ¢1) + As ( 1 ) cos(wat + @3). (1.70)

If we excite the first mode, the system will inscribe a line segment in the direction of the
vector dy; analogously if we build the second mode. See Figure 1.8.

A To €2

\J

1 Z1

(a) Oscillation of the system in the first mode. (b) Oscillation of the system in the second mode.

Figure 1.8: Schematically plotted trajectories in the configuration space of the system oscillating in each
mode.

We would now like to introduce new coordinates (11, 72), which will have the property that
if the system oscillates in the first mode, then only the coordinate 7; will describe the entire
motion and the second coordinate 72 will be zero. Similarly, for a system excited to the second
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mode, we want 77 = 0 and only 75 describing the position of the system. If we look again at
Figure 1.8, we see that it is sufficient to introduce the new coordinate axes in the directions of
the vectors d; and ds, as shown in Figure 1.9.

Ao,
N . /(
N s N2
N ’
N 5 s
N €5 N
N
N A a
N
N
b | - |-
L >
s -
s €1 X
7/
/
7/
s -
s ap ~
’ N
Ve N T]l
’ N
Y 4

Figure 1.9: Normal coordinates (71,72) pointing in the directions of the amplitude ratio vectors @; and
as. Basis vectors €7 and €3 pointing in the directions of axes x; and 5.

So we want to go from the coordinates = (1, x2) to the new coordinates 77 = (11, 72) using
the transition matrix A defined as ¥ = A7 (and hence also 7 = A~1%).

We need a matrix A such that when we pass it the coordinates 77 = (1,0)” we get the vector
d@; and when we pass it the vector 7= (0,1)” we get the vector @. This condition is obviously
satisfied by the following matrix

p=((a) (@)= () 1) (1.7)

i.e., we put the individual vectors @; in the columns. Broken down by components (into indi-
vidual coordinates) we have

Tr1 — T2 X1 + T2

= . 1.72
92 ) 2 2 ( )

r1=m-+n2, T2=-—m+n, n =

In these normal coordinates, the motion of the system looks as follows:

i(t) = <Z;§g) = A <(1)> cos(wit + 1) + Ag (?) cos(wat + ) = <j; ZZEEZ;;ii;;) . (1.73)

In this example, we have omitted the step of normalizing the vectors @ for simplicity.

1.9 Small oscillations theoretically

In this section we answer a few nagging questions. Will the eigenvalues A\ = w,% always be
real and positive? Will we always have enough eigenvectors to form a basis R™? How does the
transition to normal coordinates simultaneously diagonalize the matrices T and U?

In the small oscillations problem we work with the coordinates E € R™. Consider this space
as a vector space V = R" of dimension n. In it we have a standard basis £ = (€;)!"_;, where

& =(0,...,0, 1 ,0,...00T, (1.74)

i-th component
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Let us now define the bilinear forms of T" and U,
T:VxV =R, U:VxV =R, (1.75)

so that (T)g = T and (U)g = U, i.e., the matrices of these bilinear forms'? in the standard basis
& are just the matrices of kinetic and potential energy. Since the matrix T is positively definite,
so is the form T'. The symmetric positive definite bilinear form 7" defines a scalar product on V,
(o, )7. Let us denote by'3 orthonormal basis (according to the scalar product 7)) F = ( f;)?:l
That is, (fi, )7 = T(fi, ;) = 6ij.

The relation between bases £ and F is given as follows by the regular transition matrix S,

fi= ZSjiéj (1.76)
=1

(this relationship defines the matrix S). In the transition between bases, the matrices of bilinear
forms are transformed

(B)r = ST(B)¢S. (1.77)

Specifically, for bilinear forms 7" and U:
(Mr=8"Ts=1, (U)r=S"US. (1.78)

Since F is an ON basis with respect to T', the matrix (T') 7 is of identity. From the transformation
relation of the form T we can express T~! = SS”. Denoting U = (U) 7, this matrix is symmetric:

U7 = (sTus)! =sTuTs =sTus=0U (1.79)

(and real). The theory of linear algebra says that a symmetric matrix has real eigenvalues \j
and one can choose vectors @, from eigensubspaces to form an orthonormal basis A = (@;)7_; of
the vector space V' with respect to the scalar product 7. Since the form U is positive definite,
all its eigenvalues must be positive, \; = w? > 0.

Here, we were looking for the eigenvalues of the matrix U, i.e., we were solving the problem

U@)r=MNa)r — STUS(@r=A\a)zr. (1.80)

(we use the symbol (&@)r to indicate that the solutions of these linear equations are the com-
ponents of the vectors @ in the basis F). After multiplying this equation by the matrix S, we
have

SSTU(S(@)F) = A(S(@)F) — T'US@)rF) =A(S(@7F) . (1.81)

For the transformation relation of the vectors between bases £ and F, ()7 = S™!(¥)¢ holds. We
will denote the components of the vectors in the standard basis R™ by ¢ only. Thus, S(@)r = d@
and equation (1.80) implies

T 'Ud=Xa < (U-AT)d=0. (1.82)

Thus we have shown that the vectors @ found in the method of modes are nothing but the
component representations of the abstract vectors @ in the standard basis £ in the vector space
equipped with the forms 7" and U.

12The matrix of the bilinear form B in basis £ = (&;)/2; is defined as (B)e = Bi; = B(&;, €;)
13 An arbitrary but fixed. This basis will be only auxiliary in our endeavour.
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)iv it holds (7') 4 = 1, since it is an ON basis ((@;, @;)7 = 6;;), and also

In the basis A = (@;
n), since it is a basis formed by eigenvectors of the form U. Defining the

(U).A = dlag ()‘17 cee
transition matrix A as

di=3 A, (1.83)
j=1
then the following will hold
ATTA =1,  ATUA = diag(w?,...,w?). (1.84)

The standard basis has components (€;)r = d;x, and after substituting into the definition of the
transition matrix A (1.83) we have
(@) = Agi, (1.85)

i.e., that the matrix A is obtained by stacking the vectors @ (or their components in the standard
basis) side by side in columns:

A=|lal| ... la.|]. (1.86)

1.10 Dampened small oscillations
Equations of motion with damping are
TE+TE+UE=0, (1.87)

where the damping matrix I is symmetric, I'" = I, positively definite (and real). Typically
I = diag (201, ...,24,).

Consider again ansatz in the form of a mode £(t) = @e™, where @ € C™ is a constant
(generally complex) vector. The substitution yields the so-called quadratic eigenvalue problem

At

(MT+ AL+ U)a=0 (1.88)
leading to the secular equation
det (\*T + AI' + U) =0, (1.89)

where the left-hand side is a polynomial of degree 2n. With sufficiently weak damping, the
roots are complex. Since we have a polynomial with real coefficients, the roots are made up
of pairs of conjugated roots (if A is a root, then A is a root). To a complex-conjugated root A
belongs a complex-conjugated vector @. Thus we always have pairs of solutions

@) =aeM, &) =ae. (1.90)

Consider a general linear combination of these solutions (which, by the linearity of the equations
of motion, is also a solution) for a given root A\ (and its complex-conjugated A):

£(t) = crae™ + code™. (1.91)

If we now write A = —k + iw, where x > 0, and the components of the vector a; € C in polar
form as a; = |a;|e"* we get

&i(t) = |ajle™™ (clei(wHo‘j) + C2€_i(Wt+aj)) . (1.92)
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If we require a real solution, then again the condition cs = ¢ holds. In the same way as for the
solution of the harmonic oscillator equation, we can proceed to the solution of the form

&(t) = Alagle™* cos(wt + oy + ), (1.93)

where the constants A and ¢ (arising from the constant ¢; = a — ib) are given by the initial
conditions. We see that for a damped system, in general, not all parts of the system oscillate
in phase! Each degree of freedom is phase shifted by an angle a;!

The general solution is then given by the superposition of all modes (of which there are n):

n
&i(t) = Z Ak\ag-k)]e*”kt cos <wkt + a§-k) + cpk> ; (1.94)
k=1
where we have denoted the individual roots as A\ = —kj + iwy, and their corresponding eigen-
(k)
vectors as @*) and their components as agk) = |a§.k)\emj .

1.11 Driven small oscillations

We now consider the equations of motion of damped small oscillations with a non-zero right-
hand side in the form of a harmonic driving force

TE 4+ D€ 4 UE = Fe™, (1.95)

where F € C". Writing F; = |Fj|e'’i we can interpret the numbers |F}| as the amplitudes of
the driving force at each degree of freedom and 3; as the phase shift of the harmonic driving
force at each degree of freedom.

Consider now ansatz

£t) = ae™®, (1.96)

which is a combination of ansatz from the driven oscillations of the harmonic oscillator and
from the method of modes, @ € C". When substituted into the equations of motion, we get

(T +iQr + U)d = F. (1.97)

The vector @ is then obtained from the previous equation by simply inverting the matrix A =
—Q2T 4 4QI + U: )
= (—PT+iQl +U)  F. (1.98)

This inversion exists since the determinant of matrix A is non-zero. Why is this so? The matrix
A is actually the matrix in equation (1.89) when we replace A = i€). For weak damping, there
are only complex roots A with a non-zero real part. Thus, the real Q (i.e., the purely imaginary
A) cannot be a root and hence det A must be nonzero.

The actual solution for the real driving force is then

&i(t) =Re [|aj|emjemt] = |a;| cos(2 + «;), (1.99)

where we have again written the components of the vector @ in polar form as a; = |a;j|e’%. The
numbers |a;| then represent the excited amplitudes at each degree of freedom, and the numbers
«; then represent the phase shift relative to the driving force (which itself could be variously
shifted at each degree of freedom using the constants 3;).

Example. Consider again the longitudinal oscillations of two weights on springs with
equal masses of the bodies and equal stiffnesses of the springs. Let the damping matrix be
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I' = diag (y,7v). We have two degrees of freedom and the driving force has two components
F = (Fy, F3). Consider ; = 0 and hence F; € R, i € {1,2}.

Figures 1.10, 1.11 and 1.12 show the resonance curves for three different forms of the driving
force F. The figures plot the absolute values of the individual components of the vector d =
(a1,a2). The component |a1| is shown in red and the component |az| in blue.

Note that the two modes of the unperturbed undamped system have the amplitudes @ =
(1,1) and @ = (1, —1). Depending on the form of “driving vector” F', resonance peaks over the
individual eigenfrequencies of the driven system may be present or absent.

This distinguishes the individual figures. In the first one, the driving force is set to excite
primarily the mode with vector @ = (1,1). In the second, on the other hand, we observe a
resonant peak over the second mode @ = (1,—1). The third figure shows the situation with a
driving force that “does not prefer” either mode.

k|al|a |a2|

|
I I
_ k 3k _
W1=m \Vom W2

Figure 1.10: The driving force of the form F= (1;0,75) has a resonance peak near the frequency of the
first mode.

k|a1|a |a2|

| |
T T
— . ]k /3k _
w1 = m m W2

Figure 1.11: The driving force of the form F = (1;—0.75) has a resonance peak near the frequency of
the second mode.
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Figure 1.12: The driving force F = (1;0) can excite both modes.
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Chapter 2

String vibrations and travelling
waves

2.1 The chain of atoms

Let us first examine the behavior of a series of weights of masses m connected by springs of
stiffness k, see Figure 2.1. This model can be thought of as a 1D crystal — a so-called chain of
atoms. Also, this physical system can be viewed as a discretely modeled string, rope, etc.

Th—1 Tk Th41
Figure 2.1: A chain of atoms aka transverse oscillations of a series of weights.
Let us consider the transverse oscillations of this system and find the equations of motion

for the transverse motion of the k-th weight xy. Flgure 2.2 shows the forces F1 and F2 from
adjacent weights, including their transverse projections FM, Fhy.

Figure 2.2: Forces acting on the k-th weight.

The equation of motion will be of the form
miy = Fig + oy = —|Fi|sind + |Fo|sin s, (2.1)

where 91 and 15 are angles between spring directions and horizontal direction. Let the length
of the unstretched spring be ag, and in the equilibrium state the springs are thus stretched
to the tension T = k(a — ag). In the approximation of small oscillations we may consider!,

!The same result would be obtained without much geometrical consideration by expanding the potential

U(Azx) = %k‘ (\/ a? + Ax? — ao)2
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that |F1| = |F2| = T and that sind ~ tgd = %, where Az denotes the difference of adjacent
positions of the weights connected by a given spring. Substituting these assumptions into
equation (2.1), we obtain

. T
miy = — (Tpy1 — 22 + Th—1,) - (2.2)
where N
7:k(1_@):k’ (2.3)
a a

represents “effective” spring stiffness of transverse oscillations. If we were to write the corre-
sponding kinetic and potential energy matrices, they would take the following form:

T
T = , U== , (2.4)

where, in the case of a finite number of weights in the chain, we would have to add the ap-
propriate boundary conditions for e.g. fixed ends, i.e. z9p = 0 and 41 = 0 (where N is the
number of weights).

2.1.1 Solution of the chain motion

Let us look for solutions of the equations of motion (2.2) for an infinite chain of atoms, i.e. we
have an infinite set of equations, one for each index k € Z. Let us take inspiration from the
method of modes, where solutions were the form

E(t) = ae™t. (2.5)

In our case, the vector @ has infinitely many components. The derivatives of the components of
ansatz (2.5) look like this

z(t) = ae™?, i (t) = iqwe™?, #(t) = —w?ae™t, (2.6)
and after substituting into the equations of motion (and factoring out the exponentials):

T
—mwQal = o (a141 — 2a; + a;—1) . (2.7)

Spatial ansatz. Let’s try to find the shapes of modes @ by assuming that harmonic waves
can be excited on the chain. In complex notation, we consider Re e!*37%) where we substitute
the respective (horizontal) positions of the individual weights, z = la, for the coordinate z:

a; = Re !®la+9) — cos(kla + @), (2.8)

the as yet undetermined constant k = 27” is called wavenumber. After substituting the ansatz

(2.8) into (2.7):

Re [(2 _ %wz) ei(kla—‘r(p)} — Re | ¢ilklate) (eik‘a +€—ik;a> ‘ (2.9)

2 cos ka

to the second order of the Taylor expansion.
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ikla

Factoring out e**® and expressing the angular frequency w, we have

1—coska am ,
— = —w" 2.10
2 ar” (2.10)
We rewrite the cosine term using the goniometric formula for double the angle and get the
relationship between the angular frequency w and the wave number k:
4T k
w?= " sin? 2 (2.11)
am 2
This relation is generally called dispersion relation. The pair of parameters w and k must satisfy
the relation (2.11) for the expression

21(t) = (Re e*la+e)) (Re et) = cos(kla + ¢) cos wt (2.12)

to be a solution of the equations of motion (2.2). The solution (2.12) is of the form standing
wave, X (z) cos(wt + ¢), i.e. the amplitude of the standing waveform X (z) varies harmonically.
The dispersion relation (2.11) has a solution only for a limited range of angular frequencies:

we <0,\/2‘£>. (2.13)

In the language of wave numbers & (and wavelengths A = 2% of excited waves), this corresponds
to an interval:

%e<0,g> < k€<0’g> < A€ (2a,400). (2.14)

Thus, on an infinite chain of atoms we can excite standing waves with a continuous range
of wavelengths (and to them there is always a corresponding given angular frequency also from
the continuous range). But we cannot build a standing wave with a wavelength shorter than
twice the distance between the weights 2a (and also with an angular frequency greater than
Vi)

a

For the region of frequencies (and wavelengths) for which we have found solutions to the
equations of motion, we say that the chain of atoms is a transparent medium — waves of given
parameters can exist (propagate) in this medium. For frequencies (and wavelengths) outside
this region, the environment is called reactive. We will learn more about these two types of
environments in the chapter on dispersion relations.

2.1.2 Continuous limit

The weight chain model is a good microscopic model for a string. Now we would like to move
to a continuous description by bringing the atoms closer together — we will consider the limit
a — 0.

If we consider a finite chain of length L, then the number of weights is approximately N = %
We would like to keep the tension on the chain constant, T" = const., so We must increase the
stiffness of the springs accordingly?®. k' = % We also want to preserve the total string mass
M, so we reduce the mass of the individual weights such that const. = pL = M = mN, i.e.,

m = % (we introduce the notation p as the string linear density, [p] = kg.m™1).

It’s good to remember that this is not some kind of magic “to make it work”. If you take a spring of length a
and stiffness k and split it in half, you get two springs of length 5 and stiffness 2k! Increasing the stiffness of the
springs by the prescription % therefore just means that we keep the springs of the same type, but shorten them.
This is a simple consequence of the definition of stiffness k as a force per unit change of length of the spring. It
is easy to derive “spring composition laws” for the resulting stiffnesses of parallel and series spring connections.
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Next, we introduce a continuous description of the position, where we move from a discrete
set of functions describing the position of the individual weights z;(t), to a function of two
variables ¢ (z,t) that describes the transverse displacement of the weights at the location z at
time t. The weights are only at coordinates z = la,l € Z,

z(t) = ¥(la,t), (2.15)
for the other points z, the function v can take arbitrary values3. See also Figure 2.3 for an
illustration.

wT ¥(20,1)
o

W

Figure 2.3: Function ¢(z,t) describing the displacement of the weights.

After substituting (2.15) into the equations of motion (2.2), rewriting m = pa and labeling

z = la:
. <¢(z+a,t) —Y(zt)  Y(z0) —‘/J(Z—“’t))’ (2.16)

a a

(pa)y(z,t) =T

where by the symbol w we understand %—If (ancL (simil;xr}ﬂy( b})f the symbol 1)’ we will understand
z4a,t)—(z,t

m , we can further write the equations

g—f). If we introduce the new function ¢(z,t) =
of motion as

pll}(Z, t) _ T¢(zv t) — f(z ) t) (217)
We now use Lagrange’s mean value theorem?:
pi(est) = T/ (g, 1) = 7L EE ) Z V(6 (2.18)

a

where £ € (z — a,z). Applying Lagrange’s theorem once more to the new fraction on the
right-hand side arising after the substitution from the definition of the function ¢(z,t), we get

pib(z,t) = TY" (n, 1), (2.19)

where n € (,£ +a) and n € (z — a,z + a) overall. Schematically, the position of the points &
and 7 is shown in Figure 2.4.

577 E4a
z
zZ—a z z+a

Figure 2.4: Positions of points £ and 7 on the axis z. Lagrange’s theorem says that £ € (z — a, z) and
n € (§,€+ a). Overall, we can say that n € (z — a, z + a).

3We will need it to be at least twice differentiable.
“For a function f differentiable on the interval (a,b), there exists a point ¢ € (a,b) such that
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In the limit @ — 0 goes 7 — z and so the resulting equation is®

. o2 92
pY(z,t) = Tvy"(2,t), neboli p 6—;2#(2,75) = T(:T;é}(z’t)' (2.20)

This equation is called the wave equation and we will encounter it throughout the rest of the
semester.

Note that the original discrete equation (2.16) determined the value of the function (z,t)
only at points z = la, [ € Z. In the limit a — 0, these points have been condensed and the
result is the equation for all z € R.

2.2 String oscillations and wave equation

Let us derive the wave equation for a string once more, but now straight from the continuous
description. Let the string at rest be stretched along the axis z with tension T'. The displacement
of the point (z,0,0) will be described by the vector ¥ (z,t) = (¥, 1y, V), see figure (2.5).

X

)

/ﬂ (1)

Y

Figure 2.5: The displacement of the string from the equilibrium position is described by the vector

P(z,t).

The components v, and v, represent two independent components of the transverse dis-
placements — we speak of two polarizations of the transverse waves. Component 1, represents
longitudinal displacements in the string. We will only consider transverse oscillations in one
direction, i.e., we will restrict ourselves to the vector of the form 1; = (¥4,0,0) (and we stop
writing the index x).

Consider the segment of the string between points z; and z9. According to the first impulse
theorem, the change in the total momentum of this piece of string is proportional to the resultant
of the external forces,

f%:ﬁ@=ﬁ+ézi, (2.21)
where the forces Fy and B, respectively, act on the left and right ends of the chosen section of
string. See Figure 2.6.

% Alternatively, we can expand the function (z,t) into a Taylor series

2
W+ D t) = p(a,t) + g—f(z,t) Az + %%(z,t)AzQ + oA,

Substituting this expansion into (2.16) (for Az € {a,—a}) we get

ol =7 (5 + 280

In the limit of a — 0, the term O(a3) vanishes (the remainder in the Taylor expansion has the property that the

o(az3

limit of lima—0 =3 ) is finite).
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Figure 2.6: Forces fl and ﬁg acting on the section of a string. At z; and zo, the string is deflected by
an angle 1 and 15, respectively, from the horizontal direction.

We will consider only small transverse oscillations — the following approximations will follow
from this assumption. We are only interested in the transverse projections of the forces, Fi,
and Fo,:

F = —‘F1| sint = —Ttgd = —T?f(zl,t), Fpo = ‘FQ’ sinty = Ttgy = T?ﬁ(z2’t)’
(2.22)
where we have used the assumption that at small deflections the magnitude of the forces F;
differs little from the string tension at equilibrium 7', and we can replace the sine function by
the tangent function, which we will further replace by the derivative of the function ¢ in the
direction 2.5
The longitudinal forces cancel exactly in the small deviations approximation:

F,1 = —|Fy|cost; = —T, F.o = |F3|cosve = T. (2.23)

Thus, in the first impulse theorem (2.21), only the component z is nontrivial. Its right-hand
side can be written as

0 0 9?2
FO T (E;j@z,t) - (,jf<Z1,t>> =ra:0 e, (2.24)

where we have used Lagrange’s mean value theorem, i.e., £ € (21, 22) (see the previous section
on the continuous chain limit for details), and denoted by Az = 2z — z;. Let us next look in
more detail at the left-hand side of the impulse theorem. We can express the total momentum
in terms of the center of gravity velocity Ve

P = MVou, Ver = (Vi, 0,0), (2.25)

where M denotes the total mass of the selected string segment. The position of the center of
gravity is given by

2

where Yoas we denote the position of the center of gravity on the axis z, see Figure 2.7.

- 1
RZM/PFCUZ <¢CM,0720M221+22>7 (2.26)
!

X

oM

21 ZCM %) z

Figure 2.7: The center of gravity of the section of a string.

5The positive directions of the angles are chosen to correspond to the positive value of the derivative at a
given point. Since the force Fi, points in the negative direction of the axis z, we have added an explicit sign at
its expression.
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Calculation of ¥y gives
1 2 Az
= == 2.2
7#C’M M/ w 2, t AZ /Z1 w(sz dz w(nvt) AZ’ ( 7)

where we have used the integral mean value theorem?, 1 € (21, z2). Thus, the left-hand side of
the impulse theorem has the form

dP, d? 02y
o = Mosvon = M~ (n,t). (2.28)

The overall form of the first impulse theorem (its non-trivial component x) in the small devia-
tions approximation is

2
pAzg — (1) = TAza—(f t). (2.29)

After cancelling Az, we can perform the limit zo — 21 and arrive at the wave equation

0% 0%
P (2,) = T3 (2,0) (2.30)

2.3 Longitudinal oscillations

Let us now compare the transverse oscillations with the longitudinal ones, which we have omitted
in the continuous derivation of the wave equation. Let us work again with the discrete model
of weights and springs and look at the right-hand side of the equations of motion (2.2). For
transverse oscillations, the factor k (1 — %0) comes out here, and for longitudinal oscillations,
the simple factor & would be there. For springs whose rest length ag is close to a, the following
would hold

k (1 - ;> <k (2.31)

This assumption is usually satisfied for the string model. When the string is stretched, its
elongation is much less than its total length, Al < [. Thus, the effective stiffness of springs for
transverse vibrations is much less than that of springs for longitudinal vibrations. It is therefore
much more difficult to excite longitudinal oscillations of comparable amplitude than transverse
oscillations. Therefore, we may have neglected them in the previous description.

Finally, let us still compare the descriptions of the deflections for longitudinal and transverse
oscillations using the function ¥(z,t) in Figure 2.8.

"For a function f continuous on the interval (a,b), there exists a point ¢ € (a, b) such that

/f &) (b - a).
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(a) Transverse oscillations of a chain and a string. (b) Longitudinal oscillations of a chain and a string.

Figure 2.8: Comparison of longitudinal and transverse oscillations descriptions.

For transverse oscillations, the position of a piece of string is given by a vector (z,(z,t)).
For longitudinal oscillations, the deflected piece of string is at coordinate z + ¥(z,t).

2.4 Sound

Sound is nothing but longitudinal waves in the material. Let us now derive the wave equation
for the pressure changes caused by longitudinal waves in an ideal gas. Consider a tube of gas
with a cross-section S oriented along the axis z. We describe the longitudinal movements of the
gas from its equilibrium position by the function ¢ (z,¢). Consider a small section of the tube
(z,z + dz), then due to the displacements the gas moves to the position

(z 4+ ¢(z,t), 2 + dz + Y(z + dz, t)). (2.32)

Pressure p(z,t) is applied to the left side of the gas section, pressure p(z + dz,t) is applied to
the right side. See figure 2.9.

p(z) :" p(z + dz) :"
z ztdz 5
U w@) w<?/i dz) g ) E

Figure 2.9: A tube of air and its small section between points (z, z + dz). Function ¢(z,t) describes the
longitudinal displacement of the gas particles from the equilibrium position. Function p(z,t) describes
the pressure at each point in the tube.

The equation of motion of the chosen section will again be given by the first impulse theorem:

0%
dMﬁ =p(2)S —p(z +dz)S, (2.33)
where dM = pdV = podVy. dVy denotes the original volume of the segment, dVy = Sdz, dV
is the volume after displacement by the deflections (z,¢). The mass of the selected section
remains constant, our imaginary boundary shifts as the gas molecules move. The volume dV

can be expressed as a cross section times length as follows:

dV:S((z—i-dz—I—w(z—l—dz))—(z—i—w(z))) —S<1—|— @b(z—l—d;i—lﬁ(Z)) ds— S <1+§§> dz.

(2.34)
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Another important assumption is that the process in the gas is adiabatic — that is, that heat
is not exchanged between the parts of the gas during pressure changes®. For adiabatic process
in an ideal gas, the following holds

pV"® = const., (2.35)

where k is the Poisson constant appropriate to the gas. In our case, we consider the gas in our
small section of volume dV', so we have

po(dVp)™ = pdV", (2.36)

where py denotes the pressure of the gas at equilibrium. Expressing the pressure as p:

N0 Y
P = DPo <dV> = Do <1+8Z> ~ Po <1 /‘Gaz)v (2.37)

where we substituted dV from (2.34), for dVy = S dz, and used the Taylor expansion to the first
order of the function (1 4 z)® ~ 1 4 ax in the last equation.

We can write the pressure difference at different locations on the right-hand side of equation
(2.33) using the derivative:

petds)—plz) _op o
dz T 9. P

where we have used (2.37). If we now plug the previous result into the equation of motion (2.33)
(after expanding dM = pyS dz):

(2.38)

2 2
po s = pon (2.39)
This is the wave equation describing the longitudinal oscillations in the gas tube. If we consider
isothermal action (which satisfies pV = const.), we would not get the Poisson constant ~ in the
result.

We will see in Section 2.8 that if the wave equation is written in the form %%/’ = v”?%’, then

the constant v represents the wave propagation velocity in a given medium. By comparison with

(2.39) we can write that the speed of sound is v = p;—:. Substituting the atmospheric pressure

po = 101,325 kPa, Poisson’s constant x = 1,4, and the density of dry air at temperature 20°C
po =1,2041kg.m ™3, we get v =343,3m.s~!. For k = 1, we would get v = 290,1m.s!.

2.5 Fixed-end string oscillations

Consider now a string of length L, which is stretched between points z = 0 and z = L. The
motion of the inner points of the string is governed by the wave equation:

0% Ty 0%

atQ = %@, AS (O,L), te R7 (240)

where pg is the length density and Ty is the tension on the string. We further consider the
following boundary conditions of so called fixed ends — the string is fixed at the ends, i.e.

w(0,8) =0, ¢(L,t)=0, VteR. (2.41)

We try to find a solution by the method of separation of variables. We assume a solution of
the form
U(z,t) = Z(2)T(t), (2.42)

8Newton considered the process is isothermal. The speed of sound in air then came out wrong.
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with unknown functions Z(z) and T'(t) of one variable. If we substitute this ansatz into the
wave equation (2.40), we obtain

Z()T(#) = ::‘O)Z”(Z)T(t). (2.43)

If we now divide this equation by Z(2) T'(t) and multiply by 72, we obtain the separated equation

z" T
(=) = %)T(t), Vz,t € R, (2.44)

where the left-hand side depends only on the variable z and the right-hand side depends only
on t. Since this equation must be satisfied for all z,¢ € R, the left and right sides must equal
the common constant?, let us denote it by C € R:

Z//

—(2)=C = @i(t). (2.45)

LT
A simple manipulation leads to two ordinary differential equations for the functions Z(z) and

T'(t) with the not-yet-determined constant C:

7" - CZ =0, i—clor—y (2.46)
Po

Before we start solving the equations (2.46), let us look at the boundary conditions (2.41),
into which we substitute ansatz (2.42):

0(0,t) = Z(O)T(t) =0,  o(L,t) = Z(L)T(t) =0,  VteR. (2.47)

If we require a non-trivial T'(¢) (and hence a non-zero solution to 1(z,t)), the boundary condi-
tions (2.47) reduce to:
Z(0) =0, Z(L)=0. (2.48)

We will therefore have to satisfy these when solving equation (2.46) for the function Z(z) with
the as yet undetermined constant C. The solution Z(z) is

Z(z) = c1eV* + cge™ VO, (2.49)
where ¢; and ¢y are the integration constants. The boundary conditions therefore look as follows
Z(0)=c1+c2=0, Z(L) = c1eVOL 4 cpeVOL = . (2.50)

After substituting from the first equation into the second equation, we have the condition

creVOL (eQ‘FCL - 1) =0. (2.51)

91f we differentiate the equation (2.44) with respect to the variables z and t, respectively, we obtain:

d (2N _y _d(mT
dz=\z ) 7 T Aa\T,T)’

If a function has zero derivative, the function must be constant:

Thus, we have shown that the left and right sides of the equation (2.44) are equal to the constants C; and Cs,
respectively. But since the left-hand sides of the equations written above are equal for Vz,t, it must be C1 = Cs.
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We require a non-trivial solution, i.e., ¢;(= —c2) # 0; the exponential of e~VCL ig always non-
zero; thus, it is necessary that the zero term be in parentheses. This is only possible for C' < 0,
i.e. vC =i4/|C|, and hence the function Z(z) is of the form

Z(z) = clei\/ﬁz + cze_imz = acos (\/@z) + bsin <\/@z) , (2.52)

where in the second equation we have switched to the real solution by choosing ¢y = ¢;. Now
the boundary conditions (2.48) take the form:

Z(0)=a=0, Z(L)=bsn ( |C’|L) —0, (2.53)

where in the second condition we have already used a = 0. If we require a non-trivial solution,
we need b # 0 and hence the sine must be zero, which leads to the condition:

VIC|L =mnm, meN. (2.54)

This means that the admissible constants C' for which the solution satisfies the boundary con-
ditions are numbered by natural numbers and specifically given as
m7r)2

Cm:_<L

(2.55)

Denoting k;,,, = ™", so called wavenumber, then we can write /|Cp,| = k;,, = "4 and the form

of the function Z(z) is
Zm(2) = by sin(kp,2). (2.56)

For each admissible C,, (i.e., those satisfying the boundary conditions), we still have to solve
the corresponding time equation for T'(¢), see (2.46):

. ma\ 2 TO
T —ﬁ;—T:& 9.57
(% . (2.57)

This has a solution of the form:

. mrn T
Thn(t) =amsin | —/—t+ om |, 2.58
(" (L [tte ) (2:53)

where the angular frequency wy,, can be written using the wave number k,, as

To To mm mm
- 2 = /20T k) = —. 2.59
Wm 2 m % I m 7 ( )

The resulting solution of the string motion ,,(z,t) corresponding to the admissible value
of the constant C), is obtained by substituting into (2.42):

U (2, 1) = Zm(2)Tin(t) = A, sin (m22> sin <”ZT jpbt + ¢m> , (2.60)
0

where we have grouped the dependent integration constants and named them A,, = ambm.
These solutions represent the vibrational modes of the string. The solutions came out in the
form of so-called standing waves, i.e., in the form ¥ (z,t) = Z(z)sin(wt + ¢g), where the wave
retains its shape Z(z) and only changes its amplitude by a harmonic function.
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Since the wave equation (2.40) is linear, the solution is also a linear combination of all the
solutions found above:

+o0
%ZJ(Z,LL) = Z @Z)m(zvt)v (261)
m=1

where the coefficients of the linear combination take the place of the amplitudes A,, already
hidden in the functions ¥, (z,t) (2.60). The resulting general solution found by the method of
separation of variables is

P(z,t) = > A sin (ky2) sin (Wt + ©m) (2.62)

m=1

where the angular frequency w and the wave number k satisfy the following dispersion relation,
and the admissible values of the wave numbers k,,, are

Ty mm
w=4]—k, km=—, mel. 2.63
p 7 (2.63)

The constants A,, and ¢, are given by the initial conditions, while the constants w,, and
k. are given by the properties of the physical system we are investigating, here the length of
the string L, its density py and the tension in it Ty (and the boundary conditions).

Figure 2.10 shows the first four modes of this solution (i.e., functions 11 to 1y).

0 L

Figure 2.10: The first four modes of string motion with fixed ends. The dotted lines indicate the shapes
of the modes shifted by half the time period.

2.5.1 Free end boundary condition

The second type of boundary condition on a finite length string is the free end boundary
condition. Physically, this means that the end of the string is free to slide without friction on a
rod perpendicular to the axis z. In what follows, without loss of generality, let us choose z = 0
to be the location of the boundary.

If we consider that the string attachment has a mass M, then Newton’s equation of motion
for the end of the string will take the form

Nl
M2 (0.) = Fr = T5-(0,1), (2.64)

where on the right-hand side is the transverse force from the string acting on the string attach-
ment.
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\J

Figure 2.11: The transverse force acting on the suspension weight M.

For an massless attachment, M = 0, we obtain from the equation of motion a free end
boundary condition of the form
o

5, (0.)=0. (2.65)

i.e., no transverse force acts on the attachment; geometrically — the string is attached horizon-
tally.

2.6 Mathematical supplement: Fourier series

Consider a periodic function f : R — R with period 2L. Then we call the following function a
Fourier series fr of the function f:

ar =X mmz
0
fr(z) = 5 + mE:l (am €08 —

. mTz
+ by sin 7 ) (2.66)

where the coefficients a,, and b,, are given by the relations:

m

1 [t I
Am = L/L f(z)cos 22 dz, m € Ny; by = L/L f(z) sin%dz, m € N. (267)

For piecewise differentiable functions, at the points of continuity the Fourier series converges
to the original function f, fr(z) = f(z). For the discontinuity point zy, the following holds

feteo) = 3 (1, £2)+ tim 1)), (2.68)
thus, the Fourier series converges to the average of the one-sided limits of the function f at this
point.

The Fourier series represents the expansion of the periodic function f into a discrete super-
position of harmonic waves.

For even functions (f(xz) = f(—=x)) and odd functions (f(x) = —f(—x)), respectively, the
Fourier series (2.66) and the formulas for the coefficients a,, and by, (2.67) simplify. For even
functions we get

2 [L =
Gy = L/o f(z) cos m;rz dz, by, =0, fr(z) = % + ;am cos m;rz. (2.69)
For odd functions:
2 b mmz = mmz
am =0, by, = T /0 f(2)sin 5 dz, fr(z) = mE:l by, Sin - (2.70)
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*Note from a linear algebra perspective: the Fourier series is actually the decomposition of
the vector f from the vector space of periodic functions F into an (infinite) basis

B = {(cos kp2) %, (sinkm2)t2 1, (2.71)

m=0">

where kp, = “*. Moreover, if we introduce the scalar product of two periodic functions f and
9 (f,g€F)as

L
)= [ 1) d, (272

then the coefficients a,, and b,, are nothing but the coefficients of the linear combination
obtained as the projection of the vector f onto the basis vectors by the scalar product (2.72)':

A = (f,coskmy,z), b, = (f,sinkmz2), (2.73)

In linear algebra, these coefficients are called Fourier coefficients.

2.6.1 Even and odd extensions

Let us have a function f : (0,L) — R. Let us define its so-called even and odd extensions
feven :R — R and fodd :R—=R.

First, define the functions feven and foqq on the interval (0, L) to agree with the original
function f:

feven|<07L> = fa fodd‘<07L> = f (274)

Then we redefine the functions feyen and foqq on the interval (—L,0) as follows:

feven(2) = f(—2), fodd(z) = = f(—2), z € (—L,0), (2.75)

i.e., so that the function feyen is even on the interval (—L, L) and the function f,qq is odd!! on
(—L,L).

Finally, we uniquely redefine the functions feyen and foqq to integer R so that they are
periodic functions with period 2L. The result of these extensions for the particular case of the
function f in Figure 2.12 can be seen in Figure 2.13.

Figure 2.12: The original function f : (0, L) — R defined only on the interval (0, L).

9Except for the coefficient ag, where we are bothered by the non-normality of the function f(z) = 1, {f, f) = 2

"¥or the odd extension, there may be a problem if f(0) # 0 and f(L) # 0 (the function cannot then be odd
or periodic, respectively). We can safely ignore this problem, since the coefficients of the Fourier series a., and
bm are given by integral formulas and the integrals are not sensitive to a change in the functional value of the
integrated function at a single point. Thus, we can imagine redefining the original function f at the odd extension
by putting f(0) = f(L) = 0.
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feven

fodd

(a) Even extension feven. (b) Odd extension fodd-
Figure 2.13: Even and odd extensions of function f.
From the given function f : (0,L) — R we obtained the periodic even and odd functions

feven and foqq, respectively. We can then compute their Fourier series, which, due to evenness
and oddness, respectively, come out in the following forms:

mmz
feven = + Z m COS y fodd Z by, sin il (276)

where the coefficients a,, and b, are, according to (2.69) and (2.70), respectively, given by

/ feven(z) cos 7= g / f(z cos
/fodd /f sin 102 dz, (2.77)

where we have taken advantage of the fact that feven(2) = fodd(z) = f(z) for z € (0, L). Then

—i—Zamcos —Zb sm

Thus, we were able to express the function f on the interval (0, L) as a linear combination of
either the sine functions only or the cosine functions only.

pro z € (0,L). (2.78)

2.7 Initial value problem for fixed ends

Now we want to find a particular motion of the string, given the initial conditions. Let us write
down the procedure of this problem for the boundary conditions of fixed ends.

The initial conditions consist of the initial position of the string and the initial velocity of
the string (for simplicity, we choose that they are given in time ¢ = 0). These are specified as a
function of the initial position f : (0, L) — R (we must specify the initial displacement of each
point of the string) and as a function of the initial velocity g : (0, L) — R (the same for the
initial velocity of each point of the string). Thus, our particular solution must satisfy:

oY

5 —(2,0) =g(2), Vze(0,L). (2.79)

¥(2,0) = f(2),

In order to achieve this, we have the integration constants A,, and y,, whose value we want to
determine.
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Initial conditions. Let us write the left-hand sides of the equations (2.79) explicitly, i.e.,
let us add the time ¢ = 0 to the general solution (2.62) and its time derivative:

+oo
$(2,0) = Y (A sinpn)sin == = f(2),
m=1
+o0
?;f(z, 0) = (Amwm, cos @) sin mgrz = g(2). (2.80)

3

0Odd extensions of the functions f and g. Now we need to write the functions f and
g as Fourier series, which will contain only the functions sin . This is easily achieved if we
compute the series of the functions f and g in odd extension (see Section 2.6.1):

mmz mmz
)

“+o0o +oo
f(z) = Z Jm sin 7 9(z) = Z gm Sin I3 (2.81)
m=1 m=1

where the coefficients f,, and g,, are given by the following formulae:

Jfm = Z/L f(z)sin (?) dz, Im = E/Lg(z) sin (?) dz. (2.82)
0 0

Equations for the coefficients A,,, ¢,,. The equations for the coefficients A,, and ¢,
are obtained by comparing the series (2.80) and (2.81) term by term:

A SN0 = fin, AmnWim COS O = Gm.- (2.83)

These equations can be (formally'?) solved:

2
Am=[fa+2m gy, = Imm (2.84)
W dm

2.8 d’Alembert’s solution of the wave equation

Consider a wave equation of the form

O 0%
— =V 2.85
oz~ U 9.2 (2.:85)
which we rewrite into the following form by starting to look at partial derivatives as differential
operators:
102 9
= - = =0. 2.86
(02 ot? 8z2> ¥ (2:86)

The differential operator on the left-hand side of the previous equation is called d’Alembert

operator'® and is denoted O:
192 9

12Formal is the second equation, which actually represents the two equations sin ¢, = ﬁm and cos o, = I

m Amwm
that uniquely define the angle ¢, for A,, # 0. If A,, = 0, the corresponding mode is missing and its phase does
not matter.

13 Another convention introduces a d’Alembert operator with the opposite sign
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Due to the commutativity of partial derivatives, the identity A?> — B2 = (A — B)(A + B) also
applies to derivatives and we can write

10 0 10 0

Now, we would like to introduce new variables to simplify the form of the equation (2.88).
We do this by introducing the variables £ and 7 according to the following rules

E=z—wvt, n=z-+ut, (2:542‘77’ t:772—v§>_ (2.89)
Avt
n
=Z
3

Figure 2.14: Original coordinates (z,vt) and new coordinates (&, 7).

Let’s rewrite the wave equation in the original variables z,¢ into the new variables £, 7. We
define a new function (£, n) by the substitution:

B = v st tem) v (5L IS (2:90)
The inverse substitution will then look like the following
Y(z,t) = P(z — vt, 2+ vt) = P(E, 7). (2.91)

These substitution relations allow us to transform the derivatives. If we differentiate v
according to the variables z and t, we obtain, according to the chain rule!

ov 000 olon 00 0i
ot 0c0t onot O on
Oy 0oL  opom O Oy
A . DT Sl R ST 2.92
0z 0tz " ono: 0t om (2.92)
11et’s have the function f(z1,...,zx) : R¥ — R and k-three functions g;(y1,...,%) : R® — R. We obtain the
function h(y1,...,u) : R® = R by composing

h(yr, .. u) = flo(yr, - u)s o ge(yn, - - )

Then the chain rule states

Oh <~ Of Igm
,2;17 g

oy Oxm Oy;

This rule is an extension of the rule for differentiating a composite function, [f(g(z))]" = f'(9(z)) ¢'(x), into
multiple variables. Here we have ¥(§,n) ~ f(z1,22), &(2,t) ~ g1(y1,92), n(z,t) ~ g2(y1,y2)-
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Combining these results into the form of the operators appearing in (2.88):

10 0 0 0 0 0\ ~ 0 -~
Ga-a)v= (- a ) = e

10 0 0 0 0 0\ - 0 -

I T == - =4+ = 4+ = = 2—). 2.
<v8t+8z>w (an a§+ag+an>¢ 4 (2.93)

Thus, in the language of differential operators, we have

19 9 9 19 _ 09 93

e Z - =92 2.94
vot 0z 0& v ot + 0z on (2:94)
Substituting these expressions into the wave equation (2.88), we get
)
=0. 2.95
o€am (2.95)

This equation has a solution!® in the form

W(&n) = F(§) +Gn), (2.96)

where F,G : R — R are arbitrary real functions of one real variable (appropriately differen-
tiable). Using the original variables, the function (z,t) is of the form

[0(2,t) = F(z — vt) + G(z + vt), | (2.97)

We call this solution the d’Alembert solution of the wave equation. What is the physical meaning
of this solution? Consider first the situation with G = 0. In time ¢ = 0, the function F'(z) simply
represents the shape of the excited wave. Next, let us consider the evolution of the location of
constant phase. We call phase the argument of the function F, i.e., z — vt. Let us find the time
dependence of the location z.(t) as a solution of equation z — vt = ¢, where ¢ is an arbitrary
constant. This is trivially

Ze(t) = ¢+ vt. (2.98)

(for the initial condition z.(0) = zg we get z.(t) = 2o + vt). Thus, a particular point on the
wave propagates at speed v. Thus, the part of the solution F'(z — vt) represents a wave (of the
shape of the form of the function F(z)) propagating as a whole in the positive direction of the
axis z at speed v. This velocity is called phase velocity. By analogy, if we look at the function
G(z + vt), it represents a wave of the form G(z) propagating with velocity v in the negative

direction of the axis z.
2 (20\_,
oc\on) 7

15Tf we write the equation in the form

we see that the function gi’ is a function of the variable 7 only,
0y
3717 =g(n).

We now integrate this with respect to n and get

Dem) = / o(n) dn +F(E),
G(n)

where F'(§) is the integration constant with respect to the integration variable 7.
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F(z —wt) G(z + vt)
‘T -

N

>
2

P(z,t) = F(z —vt) + G(z + vt)

Figure 2.15: d’Alembert’s solution representing the superposition of two oppositely propagating waves
F(z —vt) and G(z + vt).

2.8.1 Emission of travelling waves

How can we build these travelling waves? Consider that our environment, e.g. a string, has an
oscillating source at z = 0, which determines a displacement at this point by its motion:

$(0,1) = y(), (2.99)

y(t) is an arbitrary but given function. A condition of this type, where we give the state of
the system for a given position, is generally called a boundary condition. It determines the
form of the solution at the edge of the system under study. This is specifically the condition
in z = 0. To obtain an unambiguous solution to this emission problem, we need to prescribe a
second boundary condition at the other “edge” of the system, here z = +00. We require that no
waves come from infinity, i.e., we prescribe G = 0. This boundary condition is called radiation
boundary condition.

Now we can find the concrete form of d’Alembert’s solution. After substituting ¢ (z,t) =
F(z — vt) into (2.99):

$(0,8) = F(—vt) = y(t) — Flz)=y (—%) . (2.100)

Knowing the concrete form of the function F'(x) we can easily already write

v v

w(z,t):F(z—vt):y<—Z_Ut> :y<t—i). (2.101)

The resulting solution is therefore of the form

z

Y(z,t) =y (t - ;) : (2.102)

What is the expression in the argument of the driving function y? The fraction Z represents

the time it takes for the signal emitted at point z = 0 to propagate to point z. This means that
the wave we observe at point z at time ¢ was radiated from the source at time ¢t — . We call
this time retarded time:

z
ty=t— 2. 2.1
: (2:103)
Symbolically, we can write
¥(z,t) = y(tr). (2.104)

2.8.2 Harmonic travelling wave

If the source harmonically oscillates according to the prescription

y(t) = Acos(wt + ¢), (2.105)
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then the emitted wave is of the form

x x w
F(x)=y (_E> = Acos [w <—;) + 90} = Acos <;x - gp) , (2.106)
resp.
z z w
P(z,t) =y (t — 7> = Acos [w (t - 7) + cp} = Acos (wt ——z+ 90) . (2.107)
v v v
If we denote the wave number by k = ¢ (dispersion relation), we get the harmonic travelling
waves
P(z,t) = Acos(wt — kz + ). (2.108)

For the function G(z) = A cos(kx + ) we have a wave propagating in the opposite direction

P(z,t) = G(z + vt) = Acos(wt + kz + ¢). (2.109)

2.8.3 Initial value problem for the d’Alembert solution

Consider a string extending along the whole axis z. The initial conditions for position and
velocity in time ¢ = 0 are of the form

0
W0 =), W0)=g),  VieR (2110)
where f,g: R — R are functions of the initial position and velocity. If we plug the d’Alembert

solution (2.97) into the above initial conditions, we get

o

U0 = F() +GE) = 1), 5

(2,0) = (<) F'(2) 4 0G'(z) = (), (2111)
where by the symbols F’ and G’, respectively, we mean % and %. We integrate the second of
the initial conditions (with respect to the variable z),

G(z)— F(z) = 7i/g(z) dz+c, (2.112)
—_————

3(2)

where we denote the primitive function (including the constant 1) as g(z) and the integration
constant as ¢. Now we just need to add and subtract the left equation in (2.111) with the
previous equation to get

where we have additionally renamed the variable to x. The resulting concrete solution satisfying
the given initial conditions is obtained by substituting it into the d’Alembert solution:

f(z —vt) — g(z — vt) n f(z+vt) + g(z + vt)
2 2 ’

P(z,t) = F(z —vt) + G(z 4+ vt) = (2.114)

The constants § canceled each other. Let us repeat that §(x) is a primitive function to 1g(z),

g(z) = 1 [g(z)dz. Note that the resulting solution does not depend on the value of the
integration constant ¢ — it does not depend on the choice of the primitive function — and thus
the solution is uniquely determined by the initial conditions.
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2.9 Energy of waves

Let’s now look at the waves on the string from an energy perspective — we find expressions for
the mechanical energy in a given section of the string. We derived the equation of motion of
the string from the first impulse theorem,
AP _ e

i 9. (2.115)
Since the law of conservation of mechanical energy applies to systems where no external forces
are acting, and since the chosen section of the string is subject to external forces from the rest
of the string, the energy will not be conserved at that particular point on the string, but will
be transferred from one point to another. We now quantify these considerations.

The total energy is the sum of kinetic and potential energy. The kinetic energy of a small
section of string (z, z + dz) is

2
dT = —dmv* = =p <> dz, (2.116)

where we have substituted dm = pdz.
We introduce the general notion of energy density e as follows. If dE is the energy contained
in the segment (z, z + dz), we define the energy density ¢ as

dE = e dz. (2.117)

The energy contained in the finite section (z1, z9) is then given by
29 29
E:/ dE(z) :/ edz. (2.118)
21 z1

While the unit of energy is [E] = J, the unit of (linear) energy density is [¢] = J.m™!.
Thus, kinetic energy density according to the previous definition and expression (2.116) is

2
T= %p <?;f) . (2.119)

Next, to derive an expression for the potential energy, we use the discrete model of a chain of
atoms and its consequent continuous limit. In the string section (z, z 4+ dz), the total potential
is the sum of the potential energies of the individual springs,

U => U (2.120)
l

The linearized expression for the increase in potential energy at transverse displacements
- 16
isto:

U = %k (1 - %) (A2, (2.121)

where Aty is the difference in displacements of adjacent weights, see Figure 2.16.

'6This is an approximation of the small oscillations of the spring potential at transverse deflections U(y) =

3 (Va7 — ao)
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Figure 2.16: The displacements 1); of the individual weights of the chain and their difference A;.

The number of springs between (z, z + dz) is dN = df. For a small stretch of a string, we
can consider that all At are approximately equal!” and hence

1 Aty \ 2
dU = dN Uy, = ~ka (1 - @) <wl°> dz. (2.122)
2 a a
Performing the continuous limit @ — 0 (and holding T' = ka (1 — %) = const.), the fraction
% becomes the derivative g—f and we get
U 2d (2.123)
27 \ oz = '
Potential energy density is then
1 (92
==-T|— . 2.124
Y79 < 0z > ( )

We can now write total energy density on the string as

1 (N | 1. (op)°
€=T+U:§p <(;f> —|—§T ((;ﬁ) . (2.125)

The total energy in the segment (z1, z9) is given by the integral

z2
Bz 20y (1) = / £(z,1) dz. (2.126)

1

Let us see how this energy changes with time:

dE z2 z2 2 2
(21,22) _ 8edz :/ oY 0<1p T8¢ oat)

dt ot Par o T s oo

o dz. (2.127)

21 1

Using the wave equation, we have

dE 22 2 2 22
TEe) Waw—i-awawdz:T/ 8(‘%‘%)@

dt ot 022 ' 0z 0z0t 0z \ ot 9z (2.128)

o)
- [81582] '

Z1 1 Z1

171t can again be done more rigorously. The expression AZ”‘" can be written as 1’(£x,t) using the mean value

theorem and then
22
AU =31yl 0?a 2 AU = / L1y (o022 = 21yl (6, %A,
- 2 o 2 2

where we have used the definition of the Riemann integral as the limit of integral sums and the integral mean
value theorem in the last equality. If we now Az — 0, we will go & — z and get

dU = %Twl(z, t)* dz.
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If we define the quantity energy flux S

000y
S(t) = —T5 5", (2.129)
then we can write the equation (2.128) as
dE,, ., (t
e _ ) - S 2130

i.e., that the temporal change of energy in a given string section is given by the balance of
energy inflow and outflow at its ends. A positive flux at point z; increases the total energy
and a positive flux at point zo decreases it. The equality (2.130) represents the integral law
of conservation of energy on the string. Let us show that the energy flux .S is nothing but
the power of the tension forces on the string. This result will not be surprising, because it
actually represents the third impulse theorem — the time change in the total energy of a system
of particles is equal to the power of the external forces. Consider the situation at z; in Figure
2.17.

N

Figure 2.17: The tension force applied at point z; from the rest of the string to the section (21, z9). The

velocity of the string is v = %—tf. The magnitude of the transverse projection is Fj, = T cos a.

When substituted into the formula for mechanical power:

00 00 _

P=F.¢=T -¢=-T — P op=-_-T22%"
v v UV COS & prv Bzat

s, (2.131)

where we have explicitly included a minus sign in the scalar product since the vectors form an
obtuse angle in the situation in Figure 2.17. From relation P = S we can easily write the units
of the energy flux [S] = W = J.s71,

We obtain the differential form of the conservation law by the limit zo — 2z;. We rewrite
the left-hand side of the conservation law using the integral mean value theorem,

dE 0

where Az = z5 — 2z1. After substituting into (2.130) (and dividing by Az):

66 N _S(ZQ, t) — S(Zl, t) Az—0 86 8S i
7 &1 = A — ata "

0 (2.133)

Performing the limits of Az — 0 we get the differential law of conservation of energy on the
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string!®:

0e  0S

— 4+ — =0. 2.134
ot "z 0 (2.134)

This is actually the equation of continuity'®. The temporal change in energy density is given
by the (spatial) change in energy flux at a given location.

The energy quantities (g, 7, u, S) are quadratic in deviation . Thus, the superposition
principle does not hold! Consider the superposition of two waves ¢ = 11 + ¥, then

Egrityn 7 Epr T Eyyy AL (2.135)

For example, for the time derivative we have

OWN® _ (Ot \® (O (02 0u1 O
(m) = ( a ) “\a) "\ )t e (2.136)
interf term
2.9.1 Energy in a travelling wave
Consider a wave propagating in one direction
P(z,t) = F(z — vt). (2.137)

Denote by F'(x) = %, then the derivatives by z and ¢ have the following form and the
relation between them holds:

M _
0z

o _ 9 (2.138)

1, ov . _ ¥ _
F'(z —vt), vF'(z —vt) — Ve, = B

Consequently, the equality of kinetic and potential energy densities, u = 7, holds, or

1 (o) 1 N® 1, (0N
T_2p<('“)t> —ipv2 <8z> —§T <8z) = (2.139)

For the total energy, therefore, ¢ = u 4+ 7 = 2u = 27.

18We could also arrive at it in another way. Rewrite (2.130) as

z2 z9
dB _ [* 0e _/ 8s

> Zdy = d
dt ) ot 9z %

z 1

2 (9 0OS

and since this equality must hold for any 21, z2, the integrand must be zero.
19Remember the equation of continuity in electricity and magnetism:
dp

E—&—dwgzo.

put all the terms on one side,

For a 1D problem (current flowing only in the direction of the axis z), we would get

Op 05 _

8t+82_0'
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Let us next look at the energy flux in a travelling wave. We can choose two different
manipulations:

2
S = _T%%f =Tv (?ﬁ) =2Tv=c¢cv (2.140)
TN\ (ow?
== <8t> —7 <6t) , (2.141)

where we have introduced the quantity impedance Z = /T p (after substitution from v = \F)

Thus, one result is
S=cw, energy flux = energy density - speed of propagation. (2.142)

We can say that the propagation of a wave on a string is actually the propagation of energy
along the string. Or the second result:

2
S=7Z (?:) energy flux = impedance - square of velocity, (2.143)

which tells us how to convert the velocity at a given point into a flux of energy at that point —
through a constant of proportionality called impedance.

2.9.2 Example: Harmonic travelling wave

For a harmonic wave,
F(z) = Acoskz, Y(z,t) = F(z —vt) = Acos(wt — kz), (2.144)

we get the following forms of kinetic and potential energy densities and energy flux:

1
T = ~pA%u?sin®(wt — kz),

2

1, 2,2 .9 1T o5 5 . o
u= -TA%k"sin”(wt — kz) = = — A%w”sin”(wt — kz) = T,

2 202
S = ZA%? sin®(wt — kz). (2.145)

For the mean values, we have
L 422 L, 42 2
(1) = (u) = ZPA w”, (S) = §ZA w”. (2.146)
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Chapter 3

Dispersion relation, wave packets,

group velocity

3.1 Phase velocity, dispersion relation

3.1.1 Travelling waves

Consider a harmonic travelling wave ¥ (z,t) (or its complexification) of the form:

P(z,t) = Acos(wt — kz), 1[,(,2,75) — Aeiwt=k2)

Where w is called the angular frequency, [w]

This wave is shown in Figure 3.1.

/oY
N

Y

(3.1)

= s 1, k the wave number, [k] = m~!. These give
the period T, [T] = s, and the wavelength A, [\] = m, of this wave by the relations

(3.2)

Figure 3.1: Harmonic travelling wave. At any given point z = zp, we observe a harmonic oscillation
with period T'. In space, the harmonic wave has wavelength A. The wave as a whole moves with phase

velocity v,.

Let us now study the phase function ¢(t) = wt — kz. Let us derive the relation for the
velocity of motion of a place of constant phase, ¢(t) = ¢p = const. We express the function z(t)

implicitly given by this equation:

oty =wt—kz=gy — a(t)=—t— 2 Ll

k k k

From it we read the so-called phase velocity of magnitude

Vp =

| €

95

— =Vt — —.

(3.3)

(3.4)



3.1.2 Dispersion relation

We have no restrictions on parameters w and k yet (except that we consider only positive
values). However, if we want to excite a harmonic travelling wave in some environment, we fail
to do so for arbitrary combinations of angular velocity w and wave number k.

Example. Consider the wave equation,

% 0%

o =" g (3:5)

and substitute a harmonic travelling wave (3.1) and require that the wave equation is satisfied
for all points in space and time. The individual derivatives come out as follows

9% &%
o = e =k (36)
and thus
(w? = v?k*)Y = 0. (3.7)

If we require a non-trivial solution (i.e. a non-zero amplitude of the travelling wave), the
following relation must be satisfied

w = vk. (3.8)

This relation is called a dispersion relation. It specifies the admissible combinations of angular
frequencies w and wave numbers k for which the travelling wave is a solution of the wave
equation. From the form of the dispersion relation, we see that the constant v in the wave
equation has the meaning of phase velocity.

In general, a dispersion relation is of the form

w = w(k), k= k(w) (3.9)

(one form is the inverse of the other). Thus, it is a function of w(k), or k(w) given by the
physical environment. This relation characterizes the wave properties of a given medium in
the sense that it gives us the admissible (i.e., solving the equations describing the medium)
harmonic travelling waves propagating through that medium:

w(27t) _ Aei(w(k)t—kz) _ Aei(wt—k(w)z)‘ (3‘10)

The phase velocity of these travelling waves is given by

Uy %, vp(k) = —=, V(W) = —. (3.11)

We see that, in general, the phase velocity can depend on the angular frequency w, or wave
number k, of the excited wave.

The interpretation of the two mutually inverse dispersion relations in (3.9) is shown in
Figure 3.2. We can have a wave source oscillating at angular frequency w, then the function
k(w) gives the wavenumber k (wavelength A) of the resulting travelling waves. Or we can build
up standing waves in the medium with a wavenumber k, then the expression w(k) tells us what
angular frequency w they will oscillate at.
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(a) Emission of a travelling wave by a source of A
angular frequency w. (b) Standing wave oscillations of wavelength A.

Figure 3.2: The dispersion relation gives the relationship between angular frequency w and wavenumber
k = 2% (and hence wavelength \).

Examples of various dispersion relations can be found in Table 3.1.

Environment Dispersion relation Comment

string, sound, EM wave w = vk linear dispersion relation

chain of atoms W = Wymag Sin Bk

waveguide, ionosphere  w? = w2, + v?k?

waves on shallow water w? = gk tanh kh gravity g, depth h

waves on deep water w =gk, w? =gk + %k?’ surface tension o, density of water p

non-ideal string w? = %k‘z + ak?
light in matter w= <k n(w) =1+ aw}—w?)!

n 9

Table 3.1: Examples of dispersion relations in various environments.

3.1.3 Reactive Environment

What happens if we have a source of angular frequency w in a given environment (medium),
but there is no wave number k& € R that satisfies the given dispersion relation? In this case, we
speak of reactive environment. More precisely, for a given angular frequency, the environment
appears to be reactive. In this environment, it is not possible to excite a travelling wave of the
chosen angular frequency w. An environment that allows the propagation of a travelling wave
with angular frequency w is called transparent environment.

Example. Consider an example of an environment that has the following form of the
dispersion relation

Y _ 20"
ot? 072

where the given wave equation on the right leads to the dispersion relation given on the left.

For w € (Wmin, +00) there exists k € R satisfying the dispersion relation. Thus, for w > wpin
this is a transparent environment. For w < wy,;, we cannot find a real wave number k& € R, but
there is a solution for k£ € C:

w? = w2, +kr o Wi (3.12)

man

k=g —min 2 — k. (3.13)

If T plug this solution for k& € C into the travelling wave (which gave rise to the dispersion
relation) I get the wave that the source will induce in this reactive medium:

’QZJ(Z,t) _ ei(wt:tkz) _ ei(wt:l:mz) _ eq:mzeiwt‘ (3‘14)

That is, an exponentially damped standing wave; this is shown in Figure 3.3. These non-
propagating waves are called evanescent waves. Thus, in a reactive medium/environment, the
wave does not propagate, but is exponentially damped — this is due to the complex solution ix,
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where the harmonic oscillations (in the form of a complex exponential) become a real exponen-
tial.

standing wave — =

\ ¢

Figure 3.3: A wave source of angular frequency w at the boundary of the reactive medium will produce
an exponentially damped standing wave.

Figure 3.4 shows the propagation of a wave in a transparent medium that is obstructed by

a reactive medium of finite width. Passing through the reactive medium will partially dampen

the wave. We can define a distance called depth of penetration, § = L, where the amplitude of

K
the wave drops to 1/e.

reactive environment

\ ’U@
_—

travelling wave

standing wave

travelling wave

Figure 3.4: A travelling wave in a transparent medium that encounters a thin reactive medium will
partially decay exponentially.

Example. Let’s look at a more complicated example of a chain of atoms. The dispersion
relation is of the form

W = Wpae sin Bk, 8= %, (3.15)
which was derived by substituting a standing wave
Yi(t) = [Re eMa)ei!t (3.16)

into the equations of motion®, v, gives the deflection of the I-th weight, a is the distance
of the individual bodies, see figure 3.5. We see that the chain is a transparent medium for
w € (0, Wmaz)-

Ui

a
=N N
-1 I 1+1 z

Figure 3.5: The chain of atoms. The individual atoms are numbered [ € Z, their displacements are
described by functions (), and the distance between the atoms is a.

!The standing wave is produced by the superposition of travelling waves, so the dispersion relation encodes
the same information for travelling and standing waves.
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For w € (0,wmax) there exists k € R satisfying the dispersion relation and hence it is a
transparent medium. In the reactive regime for w > wpq, the simple trick £ — ik we used
in the previous example will not work (try to work out that the dispersion relation will not be
satisfied for w,x € R). So let us first manipulate the dispersion relation (3.15) using complex
exponentials:

Bk _ omiBk(Lj)eibk 4 jemifk  Gi(Bk=3) | o—i(Bk=%)

Oy~ S B 2 2 2 ’ (3.17)

where we have used the identity of e*2 = +i. For the purely imaginary choice of 8k — 7, i.e.,
for example, of the form gk — § =ifk, k € R, we get

Br —BK
wo_ete = cosh Bk > 1. (3.18)

Wmaz 2

Thus, by choosing k = ix — %E and for w > wipe, We satisfy the dispersion relation for w, k € R,

and it is of the form
W = Winae COSh BK. (3.19)

The waveform of the evanescent wave (after substituting k& = ix + ll into (3.16)) is

1/Jl(t) _ efﬁla %%la iwt (_jl)lefmlae'im‘,7 (320)

this is shown in Figure 3.6.

Figure 3.6: A wave on a chain of atoms in the reactive mode. The displacement of adjacent weights
differs by a factor —1. The whole system oscillates as a standing wave with angular frequency w (the gray
positions of the weights are plotted half a period later than the black positions of the weights shown).
The amplitude of the oscillation decreases exponentially with distance from the source of the wave.

3.2 Mathematical supplement: Fourier transform

We have already seen how to decompose a periodic signal into a (discrete) sum of harmonic
waves. This was the decomposition of a periodic function into a Fourier series. Consider a
function f(t) : R — R with period T, its Fourier series is then?.

+oo
2mmt . [ 2mmt
= Zamcos< T > —l—bmsm( T > ) (3.21)

m=0

Where the coefficients a,,, b, are given by the formulae

T/ 2 2mmt T/2 2mmt
— / ( > dt, — / f(t)sin ( ) dt, (3.22)
T/2 r T/2 T
2To simplify the following explanation, we have included the coefficient ao directly in the sum, it should then
be remembered that the formula for calculating ap must be divided by two.
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where the index m € Ny indexes the frequencies from which we superimpose the original signal.
We denote the lowest frequency by wi = 2% Higher frequencies can then be written as w,, =
mwi. Decomposing a periodic signal into a Fourier series tells us that we need a discrete number
of frequencies, {w,, | m € N}. See the schematic Figure 3.7.

o] [ ]
A, b,

o] [ ]
[ ] (0] Q
' [ ]
1 e
' o]
: : ¢
' o]
. . [ ]
. . : Q

27 . o ¢

T, | 1 | | 1 | >
T T T T T T >
w1 2w Jwi 4wy bwy 6wy Tw

Figure 3.7: Schematic representation of discrete frequencies in a Fourier series.

Consider now a nonperiodic function f(t) : R — R. For each T' € RT, we can calculate the
coefficients of ayy,, by, according to the formulae (3.22) to obtain the Fourier series of the periodic
extension of the function f]<7% Iy In a non-rigorous procedure, we get Fourier transform as
the limit of these Fourier series if we perform T — +o00. In this case w; — 0 and the discrete
frequencies mwi, m € N, become a continuum of frequencies w € (0, +00).

Thus, the nonperiodic function f(t) can be written as the following limit of Fourier series

“+oo
o am(T)
Jt) = lim > (wl () costment) + 2

m=

sin(mwlt)) w1 (T), (3.23)

where we have expanded the terms in the series by the frequency w;. This expression is actually
the Riemann integral®:

ft) = o A(w) coswt + B(w) sinwt dw, (3.24)
0

where we denote w = mw; and the functions A(w) and B(w) are defined as

am(T) . bm(T)
W)= lm Sy B = i T (3:25)
Performing these limits, we obtain
1 [t 1 [t
Aw) =2 [ f)coswrdt,  Bw) =1 / £(¢) sinwt dt. (3.26)
T J_so T J_s

The relations (3.24) and (3.26) represent the Fourier transform and its inverse. We have
shown that nonperiodic functions can be written as a continuous superposition of harmonic

3From the definition of the Riemann integral, the following holds

N

s S5 [ s

k=1

Here the situation is complicated by the fact that we have infinite sums corresponding to the integration for
w € (0, +00).
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waves. We will refer to the functions A(w) and B(w) as spectral functions or spectra of f.
These functions give the amplitudes of the individual harmonic waves constituting the function
f.

The non-rigorousness of our procedure lies in the double limit. First, we actually do a
limit to obtain the functions A(w) and B(w), and then we do a limit to go from summation to
integration. However, the rigorous procedure leads to the same expressions.

3.2.1 Fourier transform in complex notation

Let us write the Fourier transform (3.24) in the language of complex exponentials:

flt)= /O+OOA(w) coswt +B(w) sinwt dw

elwl 4 g—iwt etwt _ o —iwt
2 21

; 2 2 ' '
—_— —_——
C(w) C(w)

Thus, we can define a complex spectral function,

A(w) — iB(w)

Clw) = 5 ,

(3.28)

encoding the amplitudes A(w) and B(w) as the real and imaginary parts (except for the factor
of two and minus). If we now look at the formulas for A(w) and B(w) (3.26), we see that they
also make sense for w < 0 and the following hold:

A(—w) = A(w), B(—w) = —B(w). (3.29)
For the function C(w), the above implies C(—w) = C(w):

Cl—w) = A(—w) —2iB(—w) _ A(w) —;iB(w) _ C(w). (3.30)

After substituting this fact into (3.27), the Fourier integral takes the form

+o0 ) 400 )
f(t) = C(w)e™* dw + C(—w)e ™ dw (3.31)
0 0
and after the substitution in the second integral v = —w, do = —dw we get this very simple
form of complex Fourier transform

+oo .
Ft) = C(w)e™! dw. (3.32)

—00

The condition C(—w) = C(w) is the necessary and sufficient condition for the reality of the
function f(¢). The relation for the calculation of the function C(w) is obtained by a simple
combination of the relations (3.26):

Clw) = AW ZiBW) _ L[ it gy (3.33)

2 T ) o

At this point it is worth noting that there are various conventions for introducing the complex

: 1y into L1 i
Fourier transform. The factor 5- is often decomposed into Tom o and one of the factors is
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assigned to the formula for f(¢). This convention leads to a very symmetric form of the Fourier
transform,

+oo . 400 .
£(t) = \/12? / O dw,  Clw) = \/12? / F(t)e ! dt. (3.34)

Another possible convention is to swap the functions e™* and e™™*, or to use the frequency
J = 3= as a variable in the Fourier transform. Thus, when studying the literature, it is always
advisable to familiarize oneself with the convention used.

3.3 Wave packets and uncertainty relations

A source oscillating in a purely harmonic waveform z(t) for an indefinite time — a source of
harmonic travelling waves ¥(z,t),

z(t) = Acos(wot + ¢), P(z,t) = Acos(wot — koz + @), Vt € R, (3.35)

— is not a completely realistic model. Such waves are called monochromatic because their
spectrum contains a single frequency wy, see Figure 3.8 (a). Therefore, we introduce the notion
of quasi-monochromatic waves of the form

z(t) = A(t) cos(wo(t) t + (1)), W(z,t) = A(ty) cos(wo(ty) t — ko(tr)z + ©(tr)), (3.36)

where the amplitude A, frequency w, and phase shift ¢ can in general change over time (the
symbol ¢, denotes retarded time). However, these changes must be slow enough so that over a
period of time 7 > T = %’r these parameters can be considered nearly constant — and hence
the chosen wave duration 7 approximates the monochromatic wave accurately enough. The
spectrum of the quasi-monochromatic wave is centered around the frequency wg, but contains
the entire continuum of frequencies around it, see figure 3.8 (b).

C(w) Cw)
400
| e > | f >
wo w wo w
(a) Monochromatic wave spectrum. (b) Quasi-monochromatic wave spectrum.

Figure 3.8: Spectrum of monochromatic and quasi-monochromatic waves.

One possible example is the emission of a weakly damped harmonic oscillation
z(t) = e cos(wot), P(z,t) = e—o(t=3) cos(wot — koz), (3.37)

see Figure 3.9. The weak damping condition is defined here by the fact that the decay time
T = é of the wave to 1/e amplitude value is much larger than the period of the harmonic

oscillations: ) 5
r=->T="  a<uw. (3.38)
« wo
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Figure 3.9: Exponentially damped oscillation.

The last concept we will need here is the notion of wave packet. We will use the notion to
mean a temporally and spatially bounded oscillations. It is not directly meant that outside of
a given temporal or spatial region the waves must completely disappear. Rather, it is meant
that the “main” part of the wave (with the greatest amplitude, with the greatest energy) is
concentrated in a limited temporal or spatial interval. Thus, for wave packets, we would like
to define the quantities At—time width of the packet — and Az-spatial width of the packet.
These two quantities will have a simple relationship between them. If v is the packet’s velocity
through the environment, then Az = v At will hold.

We obtain quasi-monochromatic wave packets as a continuous superposition of harmonic
waves,

+oo . 2
x(t) = C(w) ™" dw, P(z,t)==w (t - 7) . (3.39)

oo v

Now, we consider a simple model of a wave packet, where we choose a real spectral function
C(w) as in Figure 3.10. That is, a spectrum centered around the frequency wp and the spectral
width Aw.

C(w)
G o—o
Aw
o | o >
\ wo w
Figure 3.10: Rectangular spectrum.
The Fourier transform of this spectrum then follows
+o0 wo+%
z(t) = A(w) cos(wt) dw = / A cos(wt) dw (3.40)
0 wof%

and after calculating and manipulating it using the sum formula, we get the resulting waveform
of the packet,

in (A2
x(t) = AAwismA( 1)

=t

cos(wot), (3.41)
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which is shown in Figure 3.11. After it is emitted from the source, it will have the form?.

. Aw
S tr
P(z,t) = AAwsmA(ft) cos(wot — koz), t,=1t— %, (3.42)

2

where ¢, is the retarded time.

\/\;/\/\/\/\/\ /\/\/\/\/\ m (\T[\/\/\/\/\ /\/\/\/\/Myﬂ"/;
RERRATAVAAS \/\/\/\/\/\/T \j U\/t\/\/\/v\/v \/\/\/\/\/ \ ,

Figure 3.11: The wave packet generated from a rectangular spectrum. The actual waveform of the
function z(¢) is shown by the solid line. The amplitude envelope is indicated in dashed lines, the
envelope given by inverse proportion only is indicated in black. The times ¢4 indicate the points where
the amplitude envelope first crosses zero.

The functional form of the wave packet x(t) (3.41) can be written in the form

sin (421)
Mt
2

x(t) = A(t) cos(wpt), where A(t) = AAw (3.43)

That is, the wave packet is in the form of a carrier harmonic wave of frequency wqy that is
modulated by an amplitude envelope described by the function A(t) (see the black dashed line
in Figure 3.11 representing function +A(t)). Let us now find the width of this envelope by
calculating the times ¢4 and ¢_ (¢4 > 0, t_ < 0) when the amplitude envelope first crosses zero,
and the difference of these times will represent the width of this envelope. The sine has the first
zeros at =7 and thus

A
7“’7& = +7. (3.44)
The width of the packet is therefore
47
At=ty —t_=— 3.45
+ AL (3.45)
and after rearrangement we get the relation
At - Aw = 47 = const. (3.46)

This relation says that the time width of the packet and the width of its frequency spectrum
are inversely proportional to each other! The shorter the wave packet, the more frequencies we

1At time t = 0, the function can be continuously defined according to the limit lim;_o sinz _ q
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need to create it (and vice versa). The specific value of the constant on the right depends on
the specific definition of the values At and Aw and is not very important. The main conclusion
is the qualitative relation of inverse proportionality.

In general, the following statement can be proved, which is called the uncertainty relation:
At - Aw > . (3.47)

The product of the temporal width At and the spectral width Aw will never be less than a
certain constant (independent® of the shape of the signal or spectrum). Of course, the quantities
At and Aw are rigorously defined in the theorem. Unfortunately, there is no room for that here.
But let us give a simple statement from the theory of Fourier analysis that intuitively illustrates
the validity of the uncertainty relations, although it does not prove them:

Consider a function f(¢) and its corresponding spectral function C'(w). Consider the constant
a € R*. Then the spectral function f(at) is of the form %C (£). Let us prove this statement.
Let us denote by C,(w) the spectral function to the function f(at). From the definition of the
Fourier integral, we have

400 )
Cu(w) 1/ F(at) et dt. (3.48)

:% .

Performing the substitution ¢ = at, we obtain the statement of the theorem:

Cow) = 2 [T peistar = Lo (). (3.49)

a?2m J_o a a

Now let us see what this theorem practically asserts. Let the time width of the wave packet
f(t) be of size At and the corresponding frequency spectrum width Aw,

At ... ft) & CW) ... Aw. (3.50)

Multiplying the argument of the function f by the constant a > 0 represents the scaling of the
timeline. For a > 1 the function shrinks on the timeline, for a < 1 the function expands. Thus,
the time width of the function f(at) is %. From the assertion of the theorem, the spectrum of
the scaled function is of the form éC (%), so the scaling of the frequency spectrum is inverse to
that of the time course of the function. If the original width of the frequency spectrum is Aw,
for the scaled function it will be aAw,

At oo flat) 2(7(8) .. aAuw. (3.51)

a a

Thus, the product of the time width and the spectral width remains constant for arbitrary value
of a:

(f) (a Aw) = At Aw. (3.52)

Finally, let us consider a simple example of the application of uncertainty relations con-
cerning the order of magnitude estimation of achievable data transmission rates. Consider the
primitive way of encoding a binary signal into a broadcast signal, where we encode 1 by sending
a wave packet, while we encode 0 by not sending it, see Figure 3.12.

>The constant is in turn dependent on the particular convention used in the Fourier transform.
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Figure 3.12: Binary signal encoded into transmitted/not-sent packets.

If the wave packets have a width of At we must wait approximately at least time At before
possibly sending or not sending the next packet in the queue, so that the receiver can easily
distinguish between the sent packets. This means that we can send N = it packets, and
thus bits of information, per unit time. If we have a bandwidth of Af = 5= available for
transmission, according to the uncertainty relations, the packet width is approximately at least
At = - = ﬁ. The transmission rate is therefore at most N = 2Af bits per second. For
example, the bandwidth of a single Wi-fi channel is A f = 20 MHz, which gives an estimate for
the bit rate of N = 40 Mbps when just one channel is used.

3.4 Group velocity

3.4.1 Superposition of two travelling harmonic waves

First, we will illustrate the phenomenon of group wvelocity with the simplest possible example
— the superposition of two travelling harmonic waves. Consider an environment with disper-
sion relation w(k) and take travelling waves with wave numbers k; and ko, and obtain the
corresponding angular frequencies from the dispersion relation:

/{1, k‘Q — w1 = w(k;l), Wy = w(kg). (3.53)

Consider the following superposition of waves with the same amplitude and no phase shift® and
manipulate it with the trigonometric formula for a sum of cosines:

P(z,t) = Acos (wit — k12z) + Acos (wat — k22)

Ld1+w2t_k1+k22 cos w1*w2t_k1*k2z
2 2 2 2 '

= 2Acos ( (3.54)

Now let us consider ki close to ko, without any loss of generality we take k1 > ko. Let us

denote by A e
- 1; 2 ked = 1; 2. (3.55)

Then, k,,0q < ko holds due to the closeness of k1, ky. Next, we denote

ko

wp = ATW2 (3.56)
2
due to the closeness of k1 and ks, wy and wo will also be close and hence wy &~ w9 =~ wq from the

continuity of the dispersion relation. We further manipulate the expression

wi —wy  w(ky) —w(ke) k1 —ky dw dw
2 = kl _ k2 2 = %(5) kmod ~ %(k()) kmod, (357)

5The phase shift adds nothing except longer writing time.
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where we have used Lagrange’s theorem on the increment of a function, £ € (ki, k2) and then
approximated the derivative by substituting £ for kg. The superposition (3.54) will then be
approximately of the form

¥ (z,t) ~ 24 cos (wot — koz) cos (' (ko) kmod t — kmod Z) - (3.58)

This superposition takes the form of the product of two travelling harmonic waves. The first is
a carrier wave with (high) angular velocity wy and large wavenumber k¢ (small wavelength Ag).
The second is a modulating wave, which modulates the amplitude of the carrier wave — forming
its amplitude envelope. This wave has much larger wavelength \,,,4 (smaller wavenumber k;,,0q)-
We get the waveform of periodically repeating wave packets. See Figure 3.13.

A

Figure 3.13: Superposition of two travelling harmonic waves in the form of periodically repeating wave
packets.

What are the phase velocities of the carrier and modulation waves? According to relation
v = %, we insert the respective angular frequencies and wave numbers of the individual waves

and obtain:
_ wo _ W(ko)kmod  dw

Vyp = k70, Umodulating — Vg = W =k
The phase velocity of the modulating wave is called group velocity. This gives the speed of
motion of the wave packets, or their amplitude envelope, through the medium.
In the case where we have a linear dispersion relation of the form w = vk, the phase velocity
of the carrier wave and the group velocity are equal. Otherwise, in general, they may differ.
The phase velocities of the original harmonic waves are

Ucarrier -

(ko). (3.59)

wi _ w(ki) wy _ w(ka)
_wi w2 _ , 3.60
k1 ki’ Ve ko ) (3.60)

V1

Due to the proximity of k1 and ks, these velocities are close to the phase velocity of the carrier
wave, Uy = Vpl = V2.

3.4.2 General wave packet

Consider now a general wave packet, which is a continuous superposition of harmonic waves.
Let there be a source in the environment that emits a signal of the form
+o0 )
ft) = C(w)e™" dw, (3.61)
—0o0
where the spectrum function C(w) is centered around the frequency wy, see Figure 3.14. The
source emits travelling waves, so each harmonic component becomes a travelling wave:

F(t) et —  ah(z,t) oc @R (3.62)
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where k = k(w) is given by the dispersion relation. The full superposition of the travelling wave

then takes the form
+o00

Y(z,t) = C(w)e!@t=Fw)2) g, (3.63)

—0o0
We find it more convenient to integrate over the wave numbers k, so by substitution,

w=w(k), dw = d—wdk, C’(k) = C(w(k))%:7

(3.64)
we transform the expression to a form where we integrate the waves over their wavelengths

(wavenumbers):
+oo )
Y(z,t) = C(k)e!@kr=k) qp. (3.65)
The spectral function C(k) is also centered around a single wavenumber ko = k(wp), once again
see Figure 3.14.

C(w), C(k)

Aw, Ak

| »
T L

\
wo, ko w, k

Figure 3.14: Wave packet spectrum. Schematic representation of the spectral functions C(w) and C/(k).

We now expand the dispersion relation into a Taylor series with center kg,

(k) = wllko) + 2 (ko) (k — ko) + O((k — ko)?), (3.66)
——

wo
and insert the expansion to the individual harmonic components forming the total wave:

ei(w(k)t—kz) ikoz ,—ikoz eiwotei(w’(ko)(k—ko)t—kz) eiO((kz—ko)Q)t

= "%
=1

_ ilwot—hoz) i« (ko) (b—ko)t—(k—ko)2) ¢iO((k—=ko))t. (3.67)

where we have multiplied the expression by an appropriately chosen unity and rearranged the

terms to factor out the complex carrier wave. We substitute the previous expression into the

integral (3.65) and denote by k' = k — k¢ to shorten the notation:

+oo
w(Z’ t) _ ei(wotfkoz) é(l{:/ + ko)ei(w’(kg)k’tfk/z)eiO(k:’Q)tdk. (368)

—00

We now take advantage of the fact that the spectral function C(k) is centered around the
wave number ko (with spectral width Ak). Thus, we can approximate the function v (z,t)
by restricting the domain of integration to k € (kg — %, ko + %) only. Since we have thus
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restricted ourselves to values of k close to kg, we can further neglect the higher orders of the

Taylor expansion, eiO(K®) The result is:
‘ kot 5t
w(z t) ~ ez(wot—k‘oz)/ C(k/ + kO) ei(w’(ko)k’t—k’z) dk. (369)
’ A N
ko= 5 e—ik! (! (ko)t)

The whole complicated expression under the integral depends on the variables z and ¢ in only
one place: the exponential contains the expression z — w'(kg)t, which is constant with respect
to the integration variable. We can therefore define the function F'(x),

ko+4E )
Plz) = / ol (3.70)
ko— 4k
and write the resulting wave 9 (z,t) as
P(z,t) =~ ei(wot_koz)F(z —w'(ko)t). (3.71)
This is an analogous result to the superposition of two harmonic waves. Here we have a car-
rier wave et(wot—koz) propagating at phase velocity v, = ‘;;—8 and it is amplitude modulated

by a modulation function F(z) which propagates at velocity w’(kg) (recall d’Alembert’s solu-
tion F'(z — vt)). Thus we have the same expressions for phase and group velocity (as for the
superposition of two harmonic waves):

wo dw

Vo = 7~ Vg = %(k())a (3.72)

representing the velocities of propagation of the carrier and modulation waves.

3.4.3 Wave packet dispersion

In the previous section, after neglecting higher orders of Taylor expansion, we obtained a trav-
elling wave packet whose amplitude envelope has a shape F'(x) that is constant in time. Under
the integral, we have neglected a term of the form

exp [0 ((k —ko)?) t], (3.73)
which makes the function F(z) not constant in time, but has an additional time dependence,
F(z) — F(x,t). (3.74)

This additional time dependence causes the travelling amplitude envelope F'(z —wvgt, t) to change
its shape over time — it deforms. This phenomenon is called wave packet dispersion. Let us try
to quantify this phenomenon elementarily.

Consider again the spectrum of a wave packet C'(k) (shown again in Figure 3.15 (a)) centered
around a wave number kg of frequency width Ak and its corresponding wave packet 9(z, t) (given
by the Fourier transform of the spectrum C(k)). Let us decompose it into a superposition of

the two packets,

¢(Z7t) = IL(ZJ) +¢+(Zat)> (375)
where the frequency spectrum of the 1_ package is centered around kg — % and 14 around
ko + %, both with spectral width %, see Figure 3.15 (b).
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C(k)
\ =k;
| % . koS5 kot 85
ko k (b) Decomposition of the wave packet spectrum
(a) Total spectrum of the wave packet. into two sub-packets.

Figure 3.15: Decomposition of the spectrum for the study of wave packet dispersion.

Each of these sub-packets may move at a different group velocity:

dw dw
Vg— = %(k—% Vg4 = %(k-l-)? (376)

where v, and vy denote the group velocity ¥_ and ), respectively. What will be the
difference of these velocities Av,?

W) — o (k. Ak Ak d Ak
W /L) - :_( Yy k) =" (©5F m (k) 5 = (ko) S (377)

Avg = Vg4 —vg— =

In the manipulations, we have used Lagrange’s theorem and the fact that & € (k_, k), £ = ko,
and the spectral centers of each subpackage are denoted by k_ = kg — % and ky = ko + %,
respectively. Thus, it holds

1
Avy = iv;(ko) Ak. (3.78)

Let us denote the (spatial) packet width at time ¢ as Az(t) and investigate how this will
change. Let the time width of the original signal f(¢) transmitted by the source be At. Its
initial width is then

Az(0) = vyAt, (3.79)

as it travels at velocity v, and takes approximately At to transmit. The sub-packet’s centers
are moving away from each other at a rate of Av,, so the packet width at time ¢ is

1
Az(t) = Az(0) + Avgt = Az(0) + §w”(ko)Ak t. (3.80)

Wave packet dispersion is a phenomenon that generally degrades our transmitted signal. If
we transmit a number of packets in succession, the effect of their dispersion is to cause them
to overlap and make it impossible to tell from the distorted signal whether or not a packet is
present (we have primitively encoded a binary signal in this way).
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Chapter 4

Wave reflections

In this chapter we will discuss the behavior of waves at the interface of environments. We will
illustrate the concepts using a string model. We begin by studying a semi-infinite string that
is terminated at a given point, see Figure 4.1. We then move on to the case where we have two
different strings that are connected at a given location. Our goal will be to find expressions for
the transmitted and reflected waves depending on the prescribed wave incident at the interface,
see Figure 4.2.

incident wave
[
string
termination

<«
reflected wave

Figure 4.1: Model situation for studying reflections #1: Termination of a single string.

incident wave interface transmitted wave
- —_—
1st string 2nd string
-—

reflected wave

Figure 4.2: Model situation for studying reflections #2: Connection of two strings.

4.1 Termination of a string

Consider a string of density p and tension T', which for simplicity is terminated in z = 0. This
means that the string itself spans at z € (—o00,0). See Figure 4.3.

T, p

Y

¢(Zat)v z € (—OO, 0>

U

Figure 4.3: Termination of a string.
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The motion of the string is described by the transverse displacement function (z,t), which
is governed by the wave equation for z € (—o0,0),

0%y 0% T
— =V =4/—. 4.1
gz = U 922 p (4.1)
Consider the d’Alembert solution of the wave equation,
P(z,t) = F(z —vt) + G(z + vt) , (4.2)

incident wave reflected wave

where the wave ;(z,t) = F(z — vt) is the prescribed incident wave and the wave ,(z,t) =
G(z + vt) is the reflected wave of interest. Next, we need to prescribe a boundary condition at
the interface z = 0 to determine how the wave will be reflected at this interface. Meanwhile,
for generality, consider that the string attachment (termination) has mass M and a velocity-
dependent frictional force is applied at the attachment point,

oY

Fric jon — — QX Oyt 9 43
frict 8t ( ) ( )
where « represents the coefficient of frictional force. The string itself also exerts a force on the
attachment — the transverse projection of the tension force F, = —Tg—f, see Figure 4.4.

M

Ny

Figure 4.4: The transverse force from the string acting on the termination.

Let us now write down the general equation of motion for the termination. From Newton’s
second law we have:

Y o 9
M—=(0,t) = Fyp + Fyens = —T—(0,t) — a—(0,t). 4.4
Considering now for simplicity a massless termination, M = 0, we obtain at z = 0 a
boundary condition of the form:
oY o

We further substitute d’Alembert’s solution (4.2) into this condition. By computing the
corresponding derivatives,

Zf(o, t) = F'(—vt) + G'(vt), (?;f(o, t) = —vF'(—vt) + vG’ (vt), (4.6)

where we’ve denoted by F'(x) = ‘fl—i, we obtain

T (F'(—vt) + G'(vt)) + o (—vF'(—vt) + vG'(vt)) = 0. (4.7)
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This is the equation for the unknown shape of the reflected wave G(x) given the shape of the
incident wave F(x). So we express the function G’ from the previous equation:

av—T

/ —
G'(vt) = T

F'(—ut). (4.8)

We denote x = vt and introduce the quantity impedance Z = /Tp (then % = 7). We can
rewrite (4.8) as

a—7
a+Z

G'(z) = F'(~z). (4.9)

After integrating with respect to the variable x, we find the shape of the reflected wave G(z):

7 —«

G(x):ZJra

F(-z), (4.10)

where we put the integration constant ¢ = 0, because it only shifts the whole solution (z,t)
along the vertical axis.

We have shown that the reflected wave is just a mirror flip of the incident wave, G(z)
F(—=x), and the amplitude is changed by the constant amplitude coefficient

Z —«
R = 4.11
Z+4+a’ (4.11)
which is called reflection coefficient. The resulting solution is of the form
Y(z,t) = F(z — vt) + RF(—(z + vt)). (4.12)

If we require that there be no reflections, R = 0, then o« = Z must hold. In this case, the
frictional force takes such a form that it perfectly simulates the continuation of the string and no
wave is reflected. This case is called correct termination. The case o # Z is called non-correct
termination. If we consider zero friction, a = 0, we get the free end condition and R = 1. For
large friction, o — 400, we get the fixed end condition and R = —1.

4.2 Connection of two strings

Let’s move on to the second model situation — connection of two different strings. The situation
is shown in detail in Figure 4.5. The first string spans the coordinates z € (—o0,0) and the
second string spans the coordinates z € (0,400). The string parameters are denoted by p;, T;
(and the complementary quantities v; and Z;), i € {1,2}.

11, p1, (v1, Z1) \% Ty, pa, (v, Z2)

0
P1(z,t), 2 € (—00,0)

>
Ya(z,t), z € (0, 4+00)

Figure 4.5: Connection of two strings.

Each of the strings is governed by an appropriate wave equation (with an appropriate value

of phase velocity v;):
827/)1' _ UQ 827/%’
ot? L9227

i€ {1,2}. (4.13)
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Let us write the corresponding d’Alembert solutions on the individual string sections and
interpret each term in terms of studying the reflections of the waves coming from the first string
(i.e., from z = —00):

P1(2,1) = Fi(z —uit) + Gi(z +uit),

incident wave reflected wave
1/}2(2, t) = FQ(Z — ’Ugt) + GQ(Z + ’Ugt) . (4.14)
transmitted wave =0

The wave Ga(z 4 vat), i.e., the wave propagating from z = +o00, has no interpretation in
our model. So we impose the radiation boundary condition, i.e., we put Gy = 0. We forbid
the propagation of the wave from 400, which would interfere with our study of the reflection
of waves coming from the first string. Our task, then, will be to find the shapes of the reflected
wave GG1(x) and the transmitted wave Fy(x) given the prescribed incident waveform Fj(x).

We now need to write the appropriate junction conditions at the location z = 0. The first
is the continuity junction condition,

[01(0,1) = 2(0,1), VEER. (4.15)

The second condition is the Newton’s equation of motion at the point of connection. The
situation is illustrated in Figure 4.6. Let us consider for the time being the general connection
of the mass M. This connection is then acted upon by the transverse projections of the forces
from the individual strings.

»
.
~

Figure 4.6: The transverse forces acting at the point of connection.

The equation of motion then takes the form

81z
M 5z —fn + Fpa, (4.16)
where on the left side of the equation of motion we can choose whether to use the acceleration
of the deflection 1; or 19 (indicated by the symbol 112) due to the continuity condition. The

expression for the transverse forces is as follows:

oYn 0
ha, Cirm

If we now take the mass of the connection to be zero, M = 0, (non-zero masses will be discussed
later), we get the condition of equality of transverse forces at the connection point:

O )

Fyp = — (0,1),  Fpo= (0,1). (4.17)

Based on these two junction conditions, the continuity condition (4.15) and the condition
of equality of transverse forces (4.18), we express the shape of the reflected wave G1(z) and
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the transmitted wave Fh(x) using the shape of the incident wave Fj(x). Let us substitute the
d’Alembert solution (4.14) into the junction conditions:

Fl(—Ult) + G1 (Ult) = FQ(—’UQt), TlF{(—Ult) + TlGll(’Ult) = TQFQI(—UQt) (4.19)
and perform the substitution x = —uvyt:
_ v / / _ 1., va
Fi(z) + Gi(~z) = Fy (—x) . B@+ i) = 5 B (—:L‘) (4.20)

Integrating the second of the equations with respect to x, we obtain

T
Fi(z) — Gi(—z) = %%FQ (%m) : (4.21)

where we have chosen the integration constant to be zero, because it ends up only shifting the
entire resulting function v(z,t) by a constant (try leaving it there and you’ll see!). The constant
term on the right-hand side can be rewritten with the impedances Z; and Zy, Z = /1Tp:

Thrv A
ﬁé = 7? (4.22)
The result is the following system of equations for the functions G;(x) and Fs(z):
Fi(z) + Gi(—z) = Py (—2$) R -Gi(-2) = 2R, (vz x) . (4.23)
Z1 ke
By summing the equations, we express the traveling wave
Fy(z) = PFy (%x) , P= Zl2+ZlZQ (4.24)

where the constant amplitude coefficient P is called transmission coefficient. It is also denoted
T, but it does not suit the notation here because of the tension in the strings 7;. We express
the reflected wave from the first equation in (4.23) (arising from the continuity condition) after
substituting from (4.24):

L1 — 2

Gi(x) = (P —1)Fi(—z) = RFi(—x), R = 71 2,

(4.25)

The coefficient R is again (as for the termination of a single string) called reflection coefficient.
We see that the continuity condition implies a simple relationship between the coefficients of

transmission and reflection:
1+R=P (4.26)

For completeness, let us also write the waveforms ;(z, t) propagating along each string:
P1(z,t) = Fi(z — vit) + RF1(—(z + v1t)), Yo(z,t) = PF) <%(Z - vgt)) . (4.27)

It turns out that the reflection at the interface of two strings is in a sense a very simple
phenomenon. The reflected wave is mirror-reversed and advances back along the first string.
The transmitted wave is only deformed by the fraction of phase velocities % — for vg > v the
wave is stretched on the second string, while for vy < v; it is shrunk. All the information about
the passage and reflection of waves is encoded in the constant amplitude coefficients R and P
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— these are determined only by the string parameters and not by the waveform of the incident
wave.
The wave is not reflected if the impedances on the individual strings are matched:

L _p

R=0 & Zi=Z = 4.28
=% & =" (4.25)
The reflection coefficient can be written in various forms
7 Z
Z1— 7 7 -z
R=""—""=2 2, (4.29)

_Z1+Z2_%+1_1+%

from these forms, it follows that the coefficients depend on the ratio of impedances % and the
coefficients of passage and reflection have the following ranges

Re (—1,1), P €(0,2). (4.30)

With Z; fixed, we get a coefficient of R = —1 (P = 0) for Z3 = 400 (a fixed end, an infinitely
heavy or tensioned string), and R = 1 (P = 2) for Zy = 0 (a free end, a massless or untensioned
string).

4.2.1 Harmonic incident wave

Consider an incident harmonic wave (here its complexification):
Fi(z) = A%, y(z,0) = Fy(z — vyt) = Aei(er—hs), (4.31)

where we denote the incident part of the wave 11 (z,t) as 1;(z,t) and use the dispersion relation
w = v1ki. Let us now insert the incident wave Fj(x) to the formulas (4.24) and (4.25) (and
(4.27)). We denote the reflected and transmitted wave by 1, (z,t) and 1 (z,t):

Gi(z) = RFi(—z), (2, t) = G1(z 4+ vit) = RF|(—z — vit) = ARe "@iHh)
Fy(z) = PFy (ﬁx) » Ui(z,t) = Fa(z —wat) = PRy (%z - Ult> = APe TR (4.32)

where we reuse the dispersion relation w = v1k; and denote ko = k‘l%- Let us take a closer
look at the wavenumber of the transmitted wave:

Tmby =2y =2 AQZ%AL (4.33)
1

The wavelength of the transmitted wave is changed by the ratio of the phase velocities on the
first and second strings. This corresponds to the fact that the interface can be thought of as a
source of waves excited by the incident wave from the first string. This imaginary source then
radiates a transmitted wave propagating along the second string.

4.3 Energy relations

Let’s look at the relations between the energy fluxes of incident, reflected and transmitted waves.
We define the coefficients of reflectivity (reflectance) and transmissivity (transmitance) as the
ratio of the respective energy fluxes:

(4.34)



(for reflectivity, we put an absolute value around the reflected wave energy since the reflected
wave energy flux is negative). For a harmonic progressive wave, we derived the following relation
for the energy flux in the chapter on energy quantities on the string:

1
[(S)] = §ZA2w2. (4.35)
The energy fluxes for each wave are then
1 1 1
(Sinc) = 5ZlA%ﬂ, |(Sret)| = §Z1A2R2w2, (Spr) = 5ZQAQP?W?. (4.36)

Substituting these relations into the definitions of reflectivity and transmissivity (4.34), where
we substitute the appropriate values for the amplitudes and impedances:

Z
R=R?, T=22P (4.37)
Al

We see that the amount of reflected energy (intensity) is simply given by the square of the
amplitude coefficient R. On the other hand, the amount of energy passed cannot be inferred
just from the change in amplitudes alone, but it must be taken into account that different
environments are involved and that therefore the same amplitudes can carry different amounts
of energy. There is therefore the additional factor of the ratio of impedances %

Let us use the previous paragraph to explain “paradox” for the case of R — 1 and P — 2.
This is the case where Zo — 0. Almost the entire wave is reflected (R — 1), but at the same
time a wave with almost twice the amplitude (P — 2) passes through! But at the same time we
see that the transmissivity coefficient goes to zero due to the low impedance Zo, T — 0, i.e. the
energy carried by the transmitted wave is also limitingly close to zero. So there is no paradox.
In different environments, it is not enough to compare amplitudes to infer the energies carried
by individual waves. In the free-end limit we have p = 0 or 7" = 0. A massless or unstretched
string carries no energy.

From the law of conservation of energy, the sum of the energy fluxes of the transmitted and
reflected waves is equal to the energy flux of the incident wave (in absolute terms), thus:

R+T =1, ie R*+ %PQ = 1. (4.38)
1

4.4 Frequency-dependent coefficients of transmission and re-
flection

In the previous chapters we considered that the connection of two strings is massless. We now
consider the opposite case. We will see that we will have to fundamentally change the procedure
used so far to find reflected and transmitted waves. Let us consider the situation shown in Figure
4.7. For simplicity of calculation, this time we consider that the strings are stretched to the
same tension 7', have generally different densities p; and ps, and the connection is realized by
a point mass M.

PI,T M#O pz,T

Figure 4.7: Connection with mass.

77



Let us repeat here the junction conditions — the continuity condition and the equation of
motion of the point of connection:

W =T (%(O’t) - %(O,t)> , VteR, (4.39)

¢1(07t) = w2(0’t)7 M 0z 0z

where the symbol 112 means that, due to the continuity condition, we can choose whether to
consider the displacement 1, or ¥s. Let us focus on the second condition. We can see that the
first and second derivatives are mixed here and thus the simple procedure used in the previous
models, where we integrated the equation, will not be possible!. Let us try to take a step aside.
Consider that each incident waveform F(z) can be decomposed into a sum of harmonic waves

using the Fourier transform:
+00

Fi(z) = C(k)e™* dk. (4.40)
—0o0
So we will consider the incident wave in the form of a harmonic travelling wave with unit
amplitude, see what is reflected and what passes through, and then write back the resulting
solution as a (continuous) superposition of these elementary reflections. Moreover, let’s do
the following ansatz — assume that both the reflected and transmitted waves are of harmonic
waveforms:
v

Fi(z) =™ Giz)=Re™*  Fy(z)=Pe*®  ky= "k, (4.41)
2

v

where the wave number k9 is changed by the ratio of the phase velocities compared to the wave
number of the incident wave k1. If we can find a solution to the reflection problem in this form,
we know that we have found the correct (and only) solution from the uniqueness of the solution.
Let us write down the d’Alembert solutions in this ansatz,

V1(z,t) = F1(z — nit) + G1(z + vit), Pa(z,t) = Fo(z — vat), (4.42)
where the individual waves have the form:
Fi(z —vit) = e iwt—k1z)
Gl (Z + Ult) — Re_i(wt+klz),
Fy(z — vgt) = P e~ Wi=h22), (4.43)
We plug these into the junction conditions (4.39). From the continuity condition we have
e WL ReWt=pe ™ 14+ R=P, (4.44)

and from the equation of motion of the connection (where we choose the function v on the
left-hand side, since it contains only one wave Fy and thus we get an equation of simpler form):

—PMuw?e ™! = T(iky) [R —1+ UIP} et (4.45)
V2

! After substituting the d’Alembert solutions (4.14) into the connection conditions (4.39), we arrive at the
following inhomogeneous second order linear differential equation with constant coefficients:

T(1+3) 2T
F(e) = =g i) = — 5 F (3e).
2 2

This equation can be solved. The homogeneous solution is found by the standard characteristic polynomial
method, the inhomogeneous solution is found by the method of variations of constants. However, the resulting
very complicated solution does not provide much insight into the reflection phenomenon in such a setting.
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From this equation, we express the coefficient P (after substituting after R = P — 1) with the
result:

2

= v _ s Mwur
1+ v VT

P(w)

€C, Rw)=Pw) -1, (4.46)

where we additionally got rid of the wave number k1 by substituting from the dispersion relation
w = v1k1. We see two surprising facts. The coefficients came out dependent on the angular
frequency of the incident wave w and we also found the coefficients to be complex!

The complex nature of the coefficients simply means that the coefficients encode not only
the change in amplitude of the transmitted and reflected waves, but also the phase shift. We
can, for example, use the polar form of the complex number for the coefficient P,

P = |Ple", (4.47)
which, when substituted into the transmitted wave Fy(z), gives:
Fy(z) = Peh2® = | plettkzate) (4.48)

The magnitude of the coefficient |P| thus has the original meaning of the amplitude change of
the transmitted wave. The angle ¢ in the complex exponential e# gives the phase shift relative
to the incident wave.

The dependence of the coefficients on the angular frequency of the incident wave w means
that each harmonic component generally behaves differently being reflected. This has an im-
portant implication if we return to the original problem, where we chose the general function
F1(z) as the waveform of the incident wave. Consider as an example the shape of the reflected
wave G1(x). In the Fourier integral (4.40), we replace each of the harmonic components e*** by
R(k)e~ ™= (R(k) is the function formed by substituting w = v1k for R(w)):

Gi(z) = = C(k)R(k)e *dk # RF|(—x). (4.49)

—00

Since the coefficient R is dependent on w (on k), it cannot be extracted from the integral,
and thus the resulting wave cannot be written as the total reflection coefficient R times the
reflected incident wave Fij(—x). For frequency-dependent coefficients, the incident wave deforms
nontrivially upon reflection (by nontriviality we mean deformation beyond the mirroring for the
reflected wave and expansion by the ratio Z—; for the transmitted wave).

4.5 Transmission matrix

In this chapter we want to encode the transmission and reflection coefficients into a suitably
chosen matrix so that we can then start considering reflections at more than one interface in a
very simple way.

So far, in the reflection problem, we have always considered the radiation condition, ne-
glecting the wave arriving from the “right”, since this had no interpretation in the study of
reflections. Now we consider a more general situation where we have a given interface of two
media and we let the waves on either side of the interface propagate in both directions, see
Figure 4.8.
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Air Aspr

2R
V1R agr
Air Asy
1L Por,

Figure 4.8: Interface between two environments. In both environments, travelling waves propagate in
both directions, denoted ¢y r (wave in the first environment advancing to the right), ¢, (wave in the
first environment advancing to the left), ¢or and ¥sr (analogous in the second environment). Their
amplitudes are denoted A1, A1, Ao and Aoy,

If, as in the previous section, we consider complexified harmonic travelling waves, these
expressions have the following forms:

(wi—k i(wi—k
Y1r = A eWRiz), Yor = Agp eWih22),

i, = Ay @Rz, thor, = Agp €/@HHR22) (4.50)

where k1 and ko are the wave number in the first and second environments, respectively.
Transmission matriz D € C>2 converts the amplitudes of the waves (Asp, A2r) in the second
medium to the amplitudes of the waves (Aig, A1r) in the first medium by the relation

<AlR> =D <A2R> . (4.51)
Ay Aar,
The transmission matrix I is practically found by solving the junction conditions between the
two environments. At the end of this section we will show this by an example.

First, as a simple introductory example, let us return to the reflection problem for the
connection of two strings of impedances Z; and Z, at location z = 0. Analogous schemes to
the general Figure 4.8 are shown in Figure 4.9. Thus, we consider an incident wave of unit

amplitude (either from the left or from the right), and the amplitude of the transmitted and
reflected waves directly gives the coefficients of transmission and reflection.

Z1 Za A Z
1 P R’
_— _— _— —_—
Ya (i 0 y
R P’ 1
- - - -
¢r 0 wt wd
(a) Incident wave from the left. (b) Incident wave from the right.

Figure 4.9: Connecting two strings of impedances Z; and Z;. We study reflections for a wave incident
from the left and from the right. We denote the coefficients of transmission and reflection for a wave
incident from the right by primes.

According to the definition of the transmission matrix (4.51), we can write the relations
between the amplitudes of the individual waves as:

(11%> -7 (§> ’ (ﬁ) =P (ﬁi) : (4.52)
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By solving the equations (4.52) for the coefficients of the matrix I after substituting the already
known forms of the transmission and reflection coefficients 2 to get the resulting form of the
transmission matrix

1 <Zl + 7y 71— ZQ) (4 53)

D=—
2 \Z— 7y Zy+ Zo

For the situation where we have only one interface between two environments, the trans-
mission matrix is not very useful. But let’s look at the situation where we take three adjacent
environments — for example, three strings with impedances 71, Zs, and Z3. If we proceed by al-
ways splitting the “actual” incident wave into reflected and transmitted parts at each interface,
we get the situation described in Figure 4.10.

1st interface 2nd interface

—
a—
R U vt P
- — - B —
wr 1;[}—> '(/)<— 1/%

Figure 4.10: Two interfaces between three environments. A wave 1); of unit amplitude is incident from
the left. There are infinitely many reflections (and transmissions) between the two interfaces, and the
resulting reflected wave 1., or transmitted wave ¢, is obtained as a superposition of all reflected, or
transmitted, contributions. We denote the superposition of the waves all propagating in one direction
and the other in the space between the interfaces by ©_, and ¥, . After summing all the transmitted
and reflected contributions (which again form a travelling wave), we can determine the “total” coefficient
of transmission P and reflection R.

This procedure, where we sum infinitely many contributions, is tedious but possible. Let us
look at the situation from the perspective of the transmission matrix. The transmission matrix
converts the amplitudes of the resulting travelling waves from one medium to another. The
situation is shown schematically in Figure 4.11.

1st interface 2nd interface
1 A P
—_— > _— > _ >
wd w—> 'l/Jt
R A
<« <« <«
Py Yo 0
]D)l DZ

Figure 4.11: Two interfaces and the resulting propagating waves and their amplitudes. The amplitudes of
the travelling waves between the two interfaces are denoted by A_, and A, . The transmission matrices
at each interface are denoted by ID; and Ds.

2Reflection coefficient R = 2;2

side”, we just swap the indices for the impedances, R’ = 212, P=1+R.

and transmission coefficient P = 1+ R. For the coefficients “from the other
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The transmission matrices of the individual interfaces, ID; and Ds, relate the respective
amplitudes according to the definition (4.51) as follows:

G*f) - @:) | (t) - @ ' (4.54)

In the case that we combine these equations by excluding the amplitudes A, and A, , we

obtain
(1) =0 (7). 59

In the language of transmission matrices, compounding of interfaces reduces to a mere multi-
plication of the individual matrices! From equations (4.55) we can already easily express the
resulting coefficients R and P (the components of matrices D; and Dy are known — they specify
the interfaces in question).

Now let us look at the aforementioned example of finding the transfer matrix I by solving
the junction conditions. We have already seen the derivation of the transition matrix from
the already known transmission and reflection coefficients for the connection of two strings at
the point z = 0. Let us show a more general derivation of the form of the matrix D for the
interface of two strings at z = L. We will also construct the junction conditions by considering
the general situation as in Figure 4.8. Thus, we take the waves on each string to be of the form
(4.50). We have to adjust the junction conditions for the string for the interface position to
z = L. The first is the continuity condition,

V1r(L,t) + Y11(L,t) = tar(L,t) + ¢2r(L, 1), (4.56)

and the second is the condition of equality of transverse forces (we consider a massless connec-
tion),

0 o 9 P
Tl( g;R(LJH g;L(L,t)> =T2< ng(L,t)Jr g;L(L,t)). (4.57)

For simplicity, consider that the stresses on both strings are equal, 77 = T = T. After
substituting the harmonic waves (4.50) into the connection conditions (4.56) and (4.57) (and
cancelling out the exponentials and —i7T"), we obtain the following set of equations relating the
amplitude coefficients:

AlRe—ik1L+A1Leik1L :A2R6_ik2L+A2Leik2L,

klAlRe_ile — /ﬁAlLeile = k'QAQRe_ikzL — k’QAQL@ikzL. (4.58)
Let us rewrite the left and right sides of the equations using matrix notation:

e—ile eile A].R e—ikgL eikgL AZR
(k,le—ik:lL _kleik1L> <A1L> - <k2e—ik‘2L _k.2e’ik’2L) (AQL) ) (459)

~~ -~

Dy, DR

where we have denoted the matrix on the left and right sides of the equation by D7 and Dg,
respectively. Comparing the form of the equations (4.51) defining the matrix D and the obtained
equation (4.59) from the junction conditions, it is clear that the transmission matrix is of the
form

D = D} 'Dg. (4.60)
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Performing the inversion of the matrix® and multiplying them together we get the result

(1 n @) cilki=k2)L (1 _ k2)) gilka+ka)L
D=+ " R (4.61)
2 (1 _ %) o—i(k1+ka)L (1 n %> o—ilk1—k2)L
Substituting L = 0 gives the matrix
1 1+ 1k
D(L =0) =~ k1 B, (4.62)
2 <1 -2 1+2

which is of the same form as the matrix already obtained in (4.53), since the following relation
holds

ka  Zs
2 =22 (4.63)
kit 73
3The inversion of the 2x2 matrix is
ail  ai2 -1 1 a2 —a12
(a21 a22> ’ det A (—a21 a1 )
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Chapter 5

Waves in space

5.1 Plane waves

Let us briefly review what we know about harmonic travelling waves in one dimension. They
are a solution to the one-dimensional wave equation,

Py 0%
— =V 5.1
ot? v 022’ (5.1)
and can propagate in either the positive or negative direction of the axis z:
Y(z,t) = @R (2, t) = TR, (5.2)

If we introduce a (one-dimensional) propagation direction vector @ = (£1), a position vector
7 = (z), and a so-called wave vector k = ki, we can write the expression Fkz in a travelling
wave as —k - . Thus, the travelling wave takes the form

Y(z,t) = @R (5.3)

where by choosing the vector 7 (or k= kii) we choose the direction of the propagation. This
expression is well defined for any dimension. We will now take advantage of this and examine
it in 2D (and subsequently in 3D).

Let us move on to the two-dimensional situation. As a model for a two-dimensional wave,
we can choose an elastic membrane that extends in the plane (y,z) and consider the trans-
verse displacement of this membrane (in the direction of the axis =) described by the function
U(y, z,t). See Figure 5.1.

Y

Y

Figure 5.1: Model of the two-dimensional environment for transverse deflections of an elastic membrane.
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Consider now a two-dimensional position vector ¥ = (y, z), a unit vector i = (ny,n,),
|| = 1, a wave vector k = k7 and take a wave again of the form (5.3), i.e.

(7 t) = e, (5.4)

Let’s look at the shape of the wavefront, i.e., a set of points with a constant value of phase.
The phase function is ¢(7,t) = wt — k - 7. Let’s put

o(F,t) =wt — k- 7= @, wt — o = kyy + k.2 = k(nyy + n.z). (5.5)

After rewriting, we get an algebraic equation of a line in the plane (y, 2):

1

E(Wt — o) = NyY + Nz (5.6)
The constant phase curves are therefore lines with the vector © as their normal vector, see
Figure 5.2 on the left. At a given time, the expression 7 - 7 is a constant. If we introduce
notation as in Figure 5.2 on the right, we can write

ﬁ'T_’i:T_I:'FQZd:TiCOSHZ', (57)
that is, for all points on the line, the scalar product 7 - 7 is constant and has the meaning of
the perpendicular distance d of the line from the origin. However, the distance d changes with
time; it is the left-hand side of the equation (5.6). The rate of advance of the constant phase
location is v, = 7. Thus, the straight line of the constant phase moves in the direction of the
vector 7i — the vector of the wave’s direction of propagation — at the phase velocity v, = £. The

wave vector k = k7 thus encodes both the wavelength through its magnitude, |E! =k = 27”,
and the direction of propagation, 7.
= const. = const.
(a) Schematic representation of the harmonic (b) On a line of constant phase, 7 -7 = rcosf =
“plane” wave in 2D. A single line of constant phase d = vyt — 2 holds
is shown in bold. The harmonic wave propagates
in the 7 direction (perpendicular to the line wave-
form) at v,.
Figure 5.2: Harmonic travelling wave in 2D of the form given by (5.3).
This harmonic travelling “plane” wave! is a solution to the 2D wave equation
0?1 0% 0%
a7 = v? Wl + a7 = U2A2Dw7 (5'8)
ot oy 0z

!Perhaps we should call it a line wave in 2D?
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where we have introduced the notation of the 2D Laplace operator Ayp (here in variables y and
z), if the dispersion relation w = ’U|E | is satisfied. This wave equation is a direct generalization
of the one-dimensional wave equation. This equation could be obtained, for example, by the
continuous limit of a 2D lattice of weights on springs (a generalization of a chain of atoms in
two dimensions).

Based on the analysis of the 2D case, we arrive at a straightforward generalization for the
3D case. We introduce three-dimensional vectors: the propagation direction 77, the wave vector
k = ki (and the position vector 7= (z,y, 2)):

k= (kpy by, k2) = kit = k(ng, ny,n.), 7] = 1. (5.9)

The wave ¢ (7,t) has formally the same shape as in (5.4). The constant-phase surface (its
wavefront) is this time the plane to which the vector 7 is a normal vector; this propagates
through space at phase velocity v, = %, see schematic figure 5.3. Thus, waves of the form (5.4)

are called harmonic travelling plane waves.

x Y

-,

Figure 5.3: A plane wave in 3D space propagating through space in the direction of the vector 7 (or k)
at a velocity of v, = 7.

This wave is a solution of the three-dimensional wave equation

2
%;f:vaw:v2(

0y &Y - 821/’) : (5.10)

Ox? * oy? 022

where A is the 3D Laplace operator, if the dispersion relation w = UIE\ is satisfied.

Finally, let us write down a generalization of the d’Alembert solution of the one-dimensional
wave equation. In one dimension, there were only two possible directions of wave propagation
— in the positive and negative directions, i.e.

Y(z,t) = F(z —vt) + G(z + vt). (5.11)

In multiple dimensions, the propagation directions are given by the unit vector 77 and hence we
assign a travelling plane wave to a given direction 72

Y(ryt) = F(ii - 7 — ot). (5.12)

The general solution is then obtained as a superposition of travelling plane waves propagating
in all possible directions:

W) = / Foy(i - 7— vt) dn. (5.13)
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5.2 Spherical waves

A harmonic travelling wave with spherical wavefronts is a wave of the following form
Y(r,t) = e Wi=kn), (5.14)
Let us verify that the surfaces of the constant phase (wavefronts) are indeed spheres:
o(r,t) = wt — k\/22 + y2 + 22 = ¢, (5.15)

After rewriting 72, we obtain the algebraic equation of a sphere,

1 2
<k(¢0t—900)> =2’ +y* + 2%, (5.16)

R(t)2=(vt—r0)?

where the radius R(t) increases with the phase velocity v = %. The spherical wave is shown
schematically in Figure 5.4. Unfortunately, a spherical wave with constant amplitude does not
satisfy the wave equation,
82
b _ o

S = VA (5.17)

Therefore, let us find a real solution to the wave equation for spherically symmetric waves, i.e.,
consider the function ¥ (r,t) as a function of only the distance from the origin r (and time t).
To do this, we will need to express the Laplace operator A = % + 8%2 + % using derivatives

according to the radial coordinate r, %. At TEF1, you have shown? that

% 200
AY(r) = — + ——. 5.18
v(r) or?2  r Or ( )
2First take the first derivative of the function v (r, t)
00 _ 0w or _ v,
dx; Or dx; Or r’
where we used the identity ;—; = %, The second derivative is then
0 0 _ 0 (Wai\_ vz 0% 9 ()
Ox; 0x;  Ox; \Or v ) Or2r r  Ordx; \r/’
We use Einstein’s summation rule, i.e., we sum over the second derivative of ;—; (i.e., over the index 7). Then

xix; = r2 holds. We still need to calculate the term

0 (xl) B Siir — mi 5 - | ( xlxl) 2

Ox; \r r2 r2 72 r’

in the last equation we summed over i, i.e. §;; = 3 and again x;x; = r2. So in total we have
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Figure 5.4: The spherical wavefront of a spherical wave in 3D space propagating at a velocity v,,.

Thus, the wave equation for a wave with functional dependence 1 (r,t) is of the form

v _ <62w ) 2aw>.

o~ \ar Trar (5.19)

The right-hand side of the wave equation in coordinate r can be written as (verify!):

o2 " ror r Or2

0%y 200 10°(ry) (5.20)

Substituting back into the wave equation (5.17) and multiplying by r, we get

P(rv) _ ,0%(r0)

o~ o (5:21)

which is the one-dimensional wave equation in the spatial coordinate 7 for the function ¥(r,¢) =
ri(r,t)! We know the solution of the one-dimensional wave equation, it is the d’Alembert
solution:

U(r,t) = F(r —ot) + G(r + vt), (5.22)
After expressing 1 = %\Il, we get the solution of the original wave equation for spherically
symmetric waves ¥(r, t):
1 1
P(r,t) = —F(r —vt) + —G(r + vt), (5.23)
r r

where F,G : R — R are arbitrary functions (twice differentiable). The wave 1F(r — vt)
represents a spherical wave propagating from the origin with phase velocity v with amplitude
decaying as % Wave %G(r + vt) represents a spherical wave propagating from infinity towards
the origin, we do not usually consider this wave — we prescribe the radiating condition, G = 0.
If we choose the shape of the radiated wave to be a harmonic function, F(z) = e % the
corresponding wave 9 (r,t) will have the form

1, 1,
F(r—uvt) = =@k y(r 1) = Zel@i=hn), (5.24)
r r

where we have denoted w = vk (dispersion relation).
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Chapter 6

Electromagnetic Waves

6.1 Plane Electromagnetic Waves

We consider a homogeneous medium filling the entire space, composed of a linear dielectric and
a linear magnetic material. This means that the medium can be described by two (constant)
parameters: permittivity € and permeability p. We also introduce the parameters of relative
permittivity €, and relative permeability u, using the relations

€ = &r&o, W= Hrpo, (6.1)

where g and g are the permittivity and permeability of vacuum. Maxwell’s equations for the
electromagnetic field E(7,t) and B(7,t) in this medium without free charges and currents take
the form:

, - 9B
divE =0 (Gauss’s law), curl B = 5 (Faraday’s law of induction),
3 5 : ) \
divB =0 (B is solenoidal), curl B = Sh s (Ampere-Maxwell’s law). (6.2)

Let’s derive the wave equations resulting from these equations for the vectors E and B.
Apply the differential operator of curl to Faraday’s law:

curl (—%f) = curleurl E = graddivE — AE = —AE, (6.3)

where we used the differential identity curl, curl = grad div — A and Gauss’s law. By switching
the derivatives on the left side (6.3) and using Ampere-Maxwell’s law, we obtain

2

—gcurlé = E. (6.4)

ot o
Comparing the right-hand sides (6.3) and (6.4), we get the wave equation for the electric field

vector E: -

0°Fk 1 . =

— = —AE. 6.5

otz eu (6.5)
By the same process, starting with Ampere-Maxwell’s law, we arrive at the wave equation for
the magnetic field vector B:

B 1, 5
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Thus, we have six independent wave equations for the individual components of vectors E and
B. The phase velocity of electromagnetic waves derived from the wave equations is

Vp = ——. (6.7)

In the case of vacuum, we have v, = ¢ and

1
\/50,u0'

We can define the refractive indexr n of the medium as the ratio of the speed of light to the
phase velocity in the given medium:

C
n= = = Ve~V (6.9)

©

CcC =

(6.8)

the last approximation comes from the fact that most materials have a relative magnetic per-
meability close to one.

Any solution to the wave equations (6.5) and (6.6) may not necessarily be a solution to the
original Maxwell’s equations (6.2). The validity of the wave equations was derived from the
validity of Maxwell’s equations. Any solution that satisfies our original Maxwell’s equations will
also be a solution to the wave equations, but the converse may not be true. Consider electrical
and magnetic plane traveling waves as solutions to the wave equations (6.5) and (6.6) in the
form:

E(Ft)=EyF(ii-F—wot),  B(7,t) =By F(ii-7—vt), (6.10)

where vectors Eo and B0 are constant vectors. The form of the traveling wave F(z) is the same
for all six components of vectors. Similarly, we consider the same direction of progression 7.
Now, let’s verify whether these traveling waves satisfy Maxwell’s equations. And if not, under

what conditions they do so. Start with Gauss’s law, into which we substitute E from (6.10):
divE = 0 = 8;E; = EyyniF' (it - 7 — vt) = (Eg - 1) F' (7t - 7 — vt), VP t, (6.11)

where we utilized Einstein’s summation convention and 0;(7i - ¥) = n; (symbol 0; = %). If the
form of our traveling wave F'(x) is non-constant, then certainly the derivative F'(x) cannot be
everywhere zero, and we must require the scalar product to vanish

Ey-ii=0, EyLii. (6.12)

From Gauss’s law, it follows that the vector Ey (and therefore E(7,t)) must be perpendicular
to the direction of propagation 7i. Identically, from the condition of the solenoidality of the
magnetic field, we get the condition of perpendicularity of the vector By to the direction of
propagation 7i:

divB=0 = By-#=0,  Bylii. (6.13)

The electromagnetic wave is therefore a transverse wave! Displacements are perpendicular to
the direction of propagation.
Take Faraday’s law next,

0B
ot’

!This ansatz, where we consider the same F' and the same 7, is a consequence of Maxwell’s equations. If
we considered a different form of the traveling wave F(x) and a different direction of progression 7 for each

component of E and B, Maxwell’s equations would imply that they must be equal. For simplicity, we skip this
step and directly assume the same F' and 7 for all.

curlE = — 5ijk8jEk = _8tBi7 (6.14)
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which we have written in index notation (using Einstein’s summation convention). After sub-
stituting traveling waves and differentiating, we have:

Ez'jkEOknj F/(ﬁ . F— Ut) = _(_U)BOZ' F/(’r_i . ’F— Ut). (615)
Returning to vector notation,

(ﬁ X By — UEO) F'(it - 7 — vt) = 0, (6.16)

after canceling F'(x), we get a condition on vectors Ey and By:
X E() = ’Uéo. (617)

The same condition would be reached using Ampere-Maxwell’s law. This condition states that
the vector B% is perpendicular to the vector Eo and also provides the relationship between their
magnitudes: B .

[Eo| = v|Bol. (6.18)

From conditions (6.12), (6.13), and (6.17) it also follows that the set (E, B, ) forms a right-
handed orthogonal set of vectors, see figure 6.1. Fulfilling these conditions ensures that the
traveling wave (6.10) is a solution to Maxwell’s equations.

s, -
nxFkE

Figure 6.1: Vectors E, é, 71 forming a right-handed orthogonal system of vectors.

Figure 6.2: Harmonic traveling electromagnetic wave.

If we consider a harmonic traveling wave, i.e., choose (in complex notation)

F(zx) = e, (6.19)
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then the resulting electromagnetic wave is of the form

—

B(7 t) = Bye i@=FM  B(F,t) = Bye @tk (6.20)

where
Ey, By, 7 form a right-handed OG set, w = vlk|, k=kn. (6.21)
The relationship w = v\l_ﬂ is the dispersion relation for EM waves. This wave is depicted in

figure 6.2. For a special choice of direction of propagation in the direction of the z axis, we get

ii=(0,0,1), E = FEge'Wi=kz) B — Bjeiwikz), (6.22)

6.2 Radiation of Electromagnetic Waves

In this chapter, we will look at how to generate electromagnetic waves. First, a quick recap
from the course on electricity and magnetism. For a charge ¢ at rest at the origin, we obtain
the Coulomb electric field

S q T
E(Tat) = 47T€()’I“73’ (623)

which is radial and decreases with distance as %2, see Figure 6.3 on the left.

Y Ay

(a) Electric field of a static point charge. (b) Electric field of a point charge moving with con-
stant velocity.

Figure 6.3: Electric field of a point charge.

In the case of a charge moving with constant velocity ¢ such that at time ¢ = 0 it passes
through the origin, the electric field at time ¢t = 0 is of the form

. q 1— 2 i v
(7 4reg (1 — B2sin? )3/2 137 g ¢’ (6:24)
r(®)

where T'(0) is the so-called Heaviside factor, 6 is the angle between the velocity vector of the
charge ¢' and the (field) position vector 7, and the factor 3 = 2. The field remains radial, only
its magnitude changes in different directions. Here we will consider low speeds, v < ¢, so we
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approximate the Heaviside factor with one, I'(§) ~ 1. Furthermore, the electric field as a whole
moves with the velocity ¥ along with the charge. We can write

Bt =-L" 7 =7, (6.25)

where the meaning of the vector 7 is illustrated in Figure 6.4. It is the vector connecting the

current position of the charge ¢ with the location determining the electric field.

Figure 6.4: Relationship between vectors ¥ and 7. Vector 7 is the position vector of point P, vector 77
connects charge ¢ with point P.

The fact that the radial field moves through space with the charge only applies if the charge
has been moving with constant velocity the entire time. Now, we will study the situation when:

e at time ¢t < 0 the charge is at rest at the origin,
e at time 0 <t < 7 we let the charge accelerate to velocity v,
e for t > 7 the charge will move with constant velocity.

We will consider constant acceleration a in the direction of the z axis, so the resultant velocity
¥ will also be in the direction of the x axis. We will consider the acceleration period 7 to
be very short, so that the distance traveled by the charge during acceleration, %a7'2, is also
considered small. Now, we cannot proceed further without introducing the following statement:
The disturbance in the electromagnetic field propagates at speed ¢, and the field at point P and
at time ¢ is determined by what the charge was doing at the retarded time ¢, = ¢ — %, where
R is the distance between point P and the position of the charge at time ¢,, see Figure 6.5.
Let’s call this fact the principle of retarded time. Demonstrating that this principle applies in
all generality is beyond our current scope. For a rigorous derivation, see the lecture TEF2.

tr=t—12

Figure 6.5: Principle of retarded time. The field created by the charge at time ¢, propagates through
space at speed c to arrive at location P at time t = t, + %.

Based on this principle, we can divide the field around the charge at time ¢ > 7 into three
regions illustrated in Figure 6.6. The first is a thin spherical shell of width ¢r with a radius of
approximately ct — this will represent the field radiated by the charge during its acceleration.
The next is the field outside this shell — this is the field from when the charge was stationary
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at the origin. And the last is the field inside this shell — the field of the charge moving with
constant velocity .

Our task now is to determine the shapes of the fields in each region. But we already know
the shapes of the fields outside and inside the shell, they are the fields (6.23) and (6.25). Thus,
the main task will be to determine the acceleration field Eacc directly at the shell. We limit
ourselves only to times ¢ > 7, when the shell of the acceleration field is far from the origin.

Figure 6.6: Radiation of an electromagnetic wave. The solid lines represent the electric field lines. The
spherical shell of width ¢r (dashed line) corresponding to the electromagnetic field of the accelerating
charge expands at speed c and separates the field areas from the static and moving charge. The static
electric field lines starting at the origin are marked with dots (inside the shell they are replaced by the
field of the moving charge).

Let’s look in detail at an electric field line at the location of the shell in Figure 6.7. The
static field Estat. and the ” moving” field Emov. having a field line under the same angle will be
continuously connected by an acceleration field line. This fact is given by that if we gradually
reduce the value of acceleration a to zero in our model, the field must transition to the field of a
static charge everywhere in space. Furthermore, let’s divide the acceleration field Eace. present
in the shell into a part parallel to the position vector E || and a part perpendicular ELl.
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Figure 6.7: Detail 01: an electric field line near the shell. The acceleration field is divided into a perpen-
dicular component E L and a parallel component E to the position vector 7.

We determine the parallel field EH from Gauss’s law,

7{5 4§=9. (6.26)
S €0

where we choose the closed surface S as shown in Figure 6.8 — thus as a cylindrical surface
passing through the outer edge of the shell. Inside this surface, no charge is enclosed, hence

Q=0.

Figure 6.8: Surface S in Gauss’s law. The cylinder is oriented perpendicular to the surface of the shell
and passes through the outer side of the shell so that one base is directly in the shell and the other base
is in the area with static field.

The flux through the mantle is zero — outside the shell, we only have the radial field Estat.,
which lies in the mantle, E|| by definition also lies in the mantle, and finally £ L on one side of
the mantle flows in, but flows out equally on the other side (we consider S small so that El
does not change much). What remains are the fluxes through the bases, and by Gauss’s law,
these fluxes must equal (in absolute value):

E||Sbase = stat.Sbase' (6'27)

Thus, the magnitude of Ej is exactly the same as that of the static electric field:

1 q

= ——= 2
dmeg 12’ (6.28)

E)
where 7 is the radius of the shell. If the shell is thin (¢7 is small) and we consider large times
(t > 7), around the shell it will apply? Emov. ~ E|| ~ Estat.. Next, let’s look at the magnitude
of F. Let’s draw a selected electric field line even more detailedly — as in Figure 6.9.

2Gauss’s law could also be used on the inner side of the shell with the field Emov.
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Figure 6.9: Detail of an electric field line for ¢t > 7. The angle 6 denotes the deviation of the direction
of the field lines of the static and "moving” field from the z axis (i.e., from the vector ¥, respectively,
d). The width of the shell is ¢7. The radius of the outer side of the shell (separating the static electric
field Estat.) is 7, the radius of the inner side of the shell (separating the "moving” electric field Emov.) is
r’. It holds that r = ¢t and r — 7’ = cr, for large ¢t (> 7) we can consider r ~ /. At the same time, we
consider %arz <& wvt, so the distance between the field lines of Estat. and Emov. is v t, where v, is the
magnitude of the perpendicular projection of velocity ¢, v; = vsinf, (i.e., we completely neglected the
1

distance at?).

We express the magnitude of E| using the similarity of two triangles. One is formed by
vectors E L and E|| and the other formed by distances v, ¢t and c7:

cT E
_— = . 6.29
UJ_t EJ_ ( )
We express E |
vt aT,r 1 gq 1 qay
B ="Yp = 4 - 4L 6.30
L= ol 21t Amegr? Admegc? r’ (6.30)

where we substituted for £ from (6.28), v) = a 7 (a1 = asinf) and t ~ 7. The perpendicular
component of the electric field E | is called the radiation field Erad:

1 qay

Brog = —— 101
e dmeg c? 7

(6.31)

Now let’s examine the properties of the radiation field by analyzing the relationship (6.31).
We see that the field depends on the acceleration of the charge, not on its resultant velocity.
Only an accelerated charge emits electromagnetic radiation.

Moreover, the radiation field varies in different directions — it is anisotropic — since it depends
on the projection of acceleration a; . Figure 6.10 illustrates the perpendicular component @1 of
the acceleration vector a. If 6 is the angle between vectors ¥ and d, then the magnitude of the
perpendicular acceleration is al = asinf. In the direction of acceleration, the charge does not
radiate (a) (0 = 0) = 0), and it radiates the most perpendicular to the direction of acceleration
(a (0 =75)=na).
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d;,a; =asinf

Figure 6.10: Projection of the acceleration vector into the perpendicular direction to the direction of the
position vector 7.

The anisotropy of radiation is depicted using the so-called radiation diagram, which for our
specific case is shown in Figure 6.11. The radiation diagram represents the intensity of radiation
into different directions. In the chapter 6.3 on energy quantities, we will see that intensity is
proportional to the square of the amplitude. Here the amplitude of the electric field is given
by the perpendicular projection of acceleration a,, so in the radiation diagram, we plot the
quantity ai.

Figure 6.11: Radiation diagram of a charge accelerated in the direction of the x axis. It is a polar

diagram (z,y) = (r(0)cosf,r(0)sinf), where the radius function r(f) is chosen as the square of the

perpendicular projection of acceleration, r(f) = a% () = a?sin® 6. The distance of the radiation curve

from the origin under angle 6 expresses the intensity of radiation in that direction.

A very surprising property of the radiation field is that it decreases with distance as %! The
parallel component E\| of the acceleration field Eacc decreases as r%, as does the field outside

the shell Estat. and Emov., see the schematic Figure 6.12. At a great distance from the source,
therefore, the radiation field dominates over the static field!

Erad o 1

L= % o 1
\/Estat. X 7z

Figure 6.12: Decrease of the static and radiation field with distance.
It holds that the radiation field Erad is, by definition, perpendicular to the direction of
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propagation, Erad L §, where § = 70 = f Generally (without proof here), the same relation-
ship applies to vectors E, E, and § as in a plane electromagnetic wave. The set of vectors
(Erad, Brad, §) forms a right-handed set of orthogonal vectors, and in terms of magnitudes, it

holds that Erad = ¢Byaq. See the schematic Figure 6.13.

Erad

Brad

Figure 6.13: Directions of vectors Erad, Brad, and 5. Magnitudes fulfill E},q = ¢Byaq-

The presented special case (when we have a charge at rest, then a period of short acceleration,
and finally uniform motion) can be generalized in the following way: We consider the motion
of a charge such that it always occurs near the origin and its velocity is small compared to the
speed of light, v < ¢, then the radiation field at a large distance from the origin is of the form

= 1 gqal(ly)

Erad(Fa t) = s (632)

) tr =1—

o3

dmeg 1

where @1 () is the perpendicular component of acceleration at the retarded time ¢, and the
minus sign is given by the fact that the radiation field points in the opposite direction to the
vector dl, see Figures 6.6, 6.7, and 6.9. This generalization corresponds to the fact that we
imagine the radiation field as a series of shells connected to each other, where the radiation field
in each shell corresponds to the acceleration of the charge at the respective retarded time. If
the motion of the charge ¢ is prescribed by the function 7g(t), then the acceleration @(t) = #q(t)
and the perpendicular component of acceleration is calculated as

—

Gl=ad—d|=ad— (@ )i, =-, (6.33)

<3y

thus as the difference between the whole vector @ and the parallel projection ||, which we easily
calculate using the scalar product.
Consider as an example a charge oscillating along the z axis around the origin with acceler-

ation
a(t) = apZ cos(wt), Z=1(0,0,1). (6.34)

The acceleration at the retarded time ¢, then is
a(t,) = apZ cos(wt,) = apZ cos(wt — kr), (6.35)

where we denoted k = ¢ (dispersion relation). The magnitude of the perpendicular projection

1S
31| = |d|sin®, (6.36)

where 6 is the angle between vectors z and 7 (and thus also the standard angle 6 of spherical
coordinates). After substituting (6.34) and (6.36) into the formula for the radiation field (6.32),
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we obtain for the magnitude the result

1 1 &
Erod = e ;izao ; sin @ COS(Wtr) = 70 sin 0 cos(wt — k‘?"), (637)
&
0

where we introduced the quantity &y representing the amplitude of the electric field at a unit
distance from the origin. We see that for a harmonically oscillating charge, we obtained a
spherical harmonic traveling wave, which additionally has an angular dependence — anisotropy
— given by the additional expression sin 6.

6.3 Energy Quantities in Electromagnetic Field

6.3.1 Energy Density

In the lecture on electricity and magnetism, you derived the relationship for the energy density
of static electric and magnetic fields:

1/ = 1=
w=3 <5E2 + MBQ> : (6.38)

Let’s remind ourselves again of the definition of energy density. Now we have an electromagnetic
field in 3D space, thus here (unlike the case on a string) energy density determines a small
amount of energy dF in a volume dV:

dE = wdV, [w] = J.m™3. (6.39)

The relationship (6.38) applies not only to static fields but to any fields. It is a general
expression for the energy density w(7, t) of any electromagnetic field (in a linear material medium
with permittivity € and permeability ). We leave this statement without proof.

6.3.2 Energy Flow

Let’s look at the change in energy density w over time, i.e., compute the derivative of the
expression over time:

ow OE - 10B
— =¢— - E4+-—-B A4
ot ot +u8t ’ (6.40)

where we used the rule for differentiating the scalar product:

O (1z\ 0 (1. \ 1(0E .  _0E\ 0B, O0E -
875<2E)_8t<2E’EZ>_2<atEZJrEZ@t)_ a i (64

(and the same for the B field). Using Maxwell’s equations (6.2), we replace the time derivatives
with curls (from Faraday’s and Ampere-Maxwell’s laws):

0 1 S = S =

8—1: = m ((curlB) -E — (curl £) - B) . (6.42)
Using Einstein’s summation convention, it’s easy to prove the identity® (see TEF1)

div(B x E) = (curl B) - E — (curl E) - B. (6.43)

3Using index notation and Einstein’s summation convention:

div(é X E) = 8¢(€ijkBjEk) = €Z]k((81B])Ek + B](&Ek)) = Ekekij&Bj — Bj&jik&;Ek = E . curlé — é . curlE.
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Substituting into (6.42) we get the continuity equation:

1~ =
%—Tf + div <ME x B) =0, (6.44)

where the term in brackets is interpreted as the energy flow vector. We denote it as S and call
it the Poynting vector:

S=-ExB. (6.45)

==

The unit of energy flow S is [S] = W.m~2. The amount of energy dE, which flows through the
area dA with the normal vector 7 in time dt, is given by the relation:

dE = (S - 71) dt dA. (6.46)

The continuity equation (6.44) represents the differential form of the law of conservation of
energy in the electromagnetic field. The integral form is obtained by integrating over a given

volume V: p
— [ wdV = — / S.dA, (6.47)
dt [y A

where the right side was obtained by applying Gauss’s theorem to the volume integral, the
surface A is the boundary of volume V, A = 0V. The integral form of the law states that the
change in the amount of field energy in volume V is given by the total energy flow through the
boundary A.

6.3.3 Momentum Density

The electromagnetic field carries momentum in addition to energy. We introduce the concept
of momentum density g, which indicates the amount of momentum dp’ contained in a volume
element dV':

dp = gdV. (6.48)

The unit is

7] = [plm ™3 = (kgm.s™H).m ™3 =kgm 2s L. (6.49)

Consider only the case of an electromagnetic field in vacuum. We show that the electro-
magnetic field carries momentum that it can transfer to charged particles. General derivation
see lecture TEF2, where it will be shown that generally

1- 11> = - o
52—25:*27EXB:€0EXB. (6.50)
c C™ o

For simplicity and just for illustration, we will only show a very rough model of a plane harmonic
electromagnetic wave and its interaction with a heavily damped point charge q. We will see
how the momentum of the electromagnetic field is transferred to the charged particle due to
this interaction. The charge is acted upon by the Lorentz force from the electromagnetic wave,

Fr =q(E+7x B), (6.51)

where v is the velocity of the charge. Additionally, a strong frictional force linearly dependent
on the velocity of the charge ¢ acts on the charge. The equation of motion is then of the form

mi = —ai + Fy. (6.52)
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For very strong damping, the inertial term md is negligible compared to the frictional term at.
In such a case, we have the equation of motion

ot = Fr, (6.53)

where the velocity v is directly proportional to the applied force and not to the acceleration d.
Without loss of generality, consider that the charge is positive, ¢ > 0. If there were only an
electric field E present in the passing wave, the particle would only perform oscillatory motion
in the direction of the electric field, see Figure 6.14

on the left. Now, let’s superpose the effect of the magnetic part of the Lorentz force on this
motion. In one half-period of the electromagnetic wave, the situation is depicted in Figure 6.14
in the middle, and in the second half-period, it is depicted in Figure 6.14 on the right. Since the
direction of velocity flips simultaneously with the direction of the electric field E , and therefore
also with the direction of the magnetic field B , the direction of the magnetic part of the Lorentz
force remains the same — in the direction of the propagation of the electromagnetic wave!

E E

7 7 /34
T Fp q Fip
S —
v »4 Ui

B E

< —Pp
<
°
.

Figure 6.14: Interaction of a charge with a passing plane harmonic traveling wave. The EM wave
propagates to the right. On the left, the velocity of the charge ¢ due to the electric field E is depicted.
The velocity vector is oriented in the direction of the field E. The directions of the magnetic part of the
Lorentz force are in the direction of propagation in both half-periods of the EM wave, as shown in the
middle and right images.

Let’s now quantify these considerations. Without loss of generality, consider an EM wave
propagating in the direction 77 = Z| with the electric field oscillating in the direction Z, E= E,Z,
and thus the magnetic field oscillating in the direction ¥, B = Byy. The Lorentz force is then
of the form

Fp =¢q (E + U x é) = qE,T + quyByZ — qu, By Z. (6.54)

Let’s calculate the time-average value of the Lorentz force Fy (which is also the time-average
value of the momentum transferred due to this force):

<ff;> — (FL) = 04 qu,B,)7— 0. (6.55)

The first term is zero due to the harmonicity of the component F, and the third term is zero
because the component B, is harmonic (i.e., changing sign), but v, is positive due to the reason

discussed above (with half the period compared to the EM wave).
Next, let’s study the change in energy of the particle due to the acting Lorentz force:

dE - " "
— =P=F, - U=qU0-E+q0- (0% B) =qu,FEy,, (6.56)
dt —_————

B-(5x%)=0

where only the term from the electric field remains (the magnetic field does not do work; we
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used the vector identity? @- (b x &) = & (@ x b)). For the time-average value, we get

() = atenEn) (6:57)

and if we use the relationship between the magnitude of the electric and magnetic components
in a plane electromagnetic wave, E, = cB,, we arrive at

<Cf5> — qelvsB,). (6.58)

Comparing (6.55) and (6.58) we get a relationship between the transferred momentum and

energy:
dp 1 /dE\

The momentum and energy transferred to the particle must occur at the expense of the mo-
mentum and energy of the electromagnetic field. If we multiply the previous relationship by dt
and divide by dV, we get

(g) = —(w) 1. (6.60)

In the following chapter, we will see that for a plane wave, this result is equivalent (if we ignore
the average values) to the general relationship (6.50).

6.3.4 Energy Quantities in a Plane Wave

Now, let’s specify energy quantities for the case of a plane traveling wave. In this wave, the set
of vectors (E, B, 71) forms a right-handed orthogonal system (7 is the direction of propagation,
|7i| = 1) and the relationship between the magnitudes of the field vectors is E = vB (for vacuum
v =c).

For the energy density w we get

1 1
w = 5(5E2 +- B? ) = cE?. (6.61)
1=~~~

Bzzf—;:e,ufﬂ
For the Poynting vector S , we have

- 1= o R .
S:ExB:\/gEx(ﬁxE):\/?EQﬁ, (6.62)
Iz I

1

(2

=

where we utilized the relationship B=1ixE (stemming from the properties of vectors E , B ,
it for a plane EM wave) and also the relationship E x (7 x E) = E2ii, which we easily deduce
from figure 6.1. For a plane electromagnetic wave, the Poynting vector can be written using the

energy density:

—

S=vw. (6.63)

4Which we again easily prove using the summation convention and index notation:

-

a- (b X 5) = aieijkbjck = Eijkaib]-ck = th’;‘)ﬂ'jaibj =c- (6_1: X b)
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For an electromagnetic plane traveling wave in vacuum, we can write the momentum density
g after substituting expressions for the Poynting vector as

1 g 1 — —
g):*ZS:*’U)ﬁzgoEXB. (664)
c c
For a harmonic plane traveling wave propagating in the direction of the z axis (and the
electric field vector oscillating in the direction of the z axis), the vectors E and B are of the
form
E = EyZ coswt, B = Byycoswt, Ey = ¢By, n=7z (6.65)
Then the energy density w and the Poynting vector S (and their time-average values) come out
as

w = eE? = eE2 cos® wt, S = \/?Eg cos® wt Z, (6.66)
i

1 = 1 /e .
() = 3B, <S>:2\/;E§z. (6.67)

The magnitude of the time-average value of the Poynting vector is called the intensity of the
electromagnetic wave I = (|S]).

Energy quantities of the electromagnetic field are quadratic in fields, just as in the case of
a string. Again, we cannot use complexified waves for their calculation.

6.3.5 Radiation Pressure

Due to the carried momentum, an electromagnetic wave exerts pressure on the surface it strikes.
First, consider the case where the wave strikes a surface perpendicularly and the entire wave
is absorbed. Then all the momentum carried by this wave is transferred to the given surface.
Let’s quantify these considerations. Consider a small area dS and a small moment in time dt.
Pressure is defined as force per unit area,

dF  dp

T 4S T dSat (6.68)

p

and the acting force is the transferred momentum per unit time dF = ‘;—IZ (note, p denotes
pressure and dp momentum). Now we need to look at how much momentum dp the surface
absorbs in time dt. In time dt, radiation from the volume dV = cdtdS hits the surface, see

Figure 6.15. The momentum contained in this volume is dp = gdV'.

Figure 6.15: Radiation absorbed by an area of size dS over time dt comes from the volume dV = cdtdS.

Substituting into the expression (6.68) we get

_gdV _ gecdtdS
P=ysat =~ asat Y (6.69)
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Using relationships for momentum density in a plane traveling wave (6.64), we can write the
radiation pressure in several equivalent forms:

pecg—w— (6.70)

il
-

If we have a surface with reflectivity R € (0, 1), the radiation pressure increases accordingly:
p=(14+R)w. (6.71)

If radiation strikes a surface at an angle o (angle of deviation from perpendicular), the radiation
pressure decreases by a factor of cos? a, p = w cos® . This is due to two effects: the amount of
radiation hitting the area dS decreases by a factor of cosa and the momentum transferred in
the direction perpendicular to the area dS also decreases by a factor of cos «, see the schematic
Figure 6.16.

dA = cosadS

Figure 6.16: Radiation pressure on a surface inclined at an angle «. The size of the projection of area
dS into the direction perpendicular to the radiation is dA = cos a dS.

Finally, for an idea of the magnitude of radiation pressure from the Sun at a distance of
1 AU ~ 150.105km (i.e., at a distance where Earth orbits). The energy flow of solar radiation at
this distance is S = 1361 W.m 2 (also called the solar constant). The radiation pressure then is
p= % = 4,5.107% Pa. The closer we are to the center of the Sun, the greater the pressure. At a
distance of d = 10° km from the center of the Sun (the radius of the Sun R ~ 0,7.10° km) the
pressure will be 150% times greater, p = 0,1 Pa. However, inside very massive stars, radiation
pressure plays a significant role as one of the processes acting against the gravitational collapse
of these stars.

6.3.6 Energy of the Radiated Wave

Let’s now look at the energy flow S of the electromagnetic wave radiated by a point charge.
The Poynting vector

_ 1 = =
S=—FExB (6.72)
Ho

— 1 . €0 19 €0 1 g¢q 29 9 .
S(r,t) = —FEBry =,/ —F =,/— = = t 6.73
(1) w0 TV T Ve (47T€o c? 7"2%( ret )70 (6.73)

after substituting from the relationship for the radiation field of a moving charge (6.32) and
the relationship between the direction and magnitude of vectors E and B (see Figure 6.13),
tret =t — % is the retarded time. We see that the energy flow is directed radially away from the
source. Let’s now calculate the energy flow passing through a sphere of radius r at time ¢. If

takes the form
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we now introduce spherical coordinates such that the z axis points in the direction of the vector
a(tyet), then the expression for the magnitude of the perpendicular projection of acceleration
aj is

a, =asinf, (6.74)

where 0 is the standard angle of spherical coordinates measuring the deviation from the z
axis. The energy flow dP through a small area dA, whose normal vector is 77, is given by the

relationship
dP =S -dA, (6.75)

where dA = i dA. The area through which we calculate the flow is a sphere, the normal vector
points also in the radial direction like the vector S (see Figure 6.17), so dP = S dA applies.

S
n

dA
Figure 6.17: Area dA.

The total power P(t,r) passing through the sphere of radius r at time ¢ is obtained by
integration:

2m m
P:/dP:/ / S 2 sin 6 de db
A o Jo T

2 pm €0 1 q 2 1
:/ / //7 <4 . 02> T—2a2(tr)sin20r281n9dgodl9, (6.76)
0 0 0 TEQ

where we substituted for S from (6.73) and (6.74). After simplifying, we get

1 2 m
P=or, /% <4W50;’2> aQ(tret)/ sin® 0 do), (6.77)
0

where we integrated over the angle ¢ and pulled out all constants, including acceleration a(t,),
which from the perspective of integration at a given t and on a sphere of constant radius r is
also constant. The only thing left is the integral over the angle 6, which we easily calculate:

™ ™ 1 !
/ sin® 0 df = / (1 —cos®0)sin6fdo = [— cosf + - cos® 9} =-. (6.78)
0 0 3 0 3

After substituting and simplifying constants, the result is the so-called Larmor formula for the
power radiated by a non-relativistic point charge:

2
Pt,r) = ‘gfo a2 (tret), (6.79)

the formula may appear in various forms depending on how one chooses to write the constant

“—CO (using the relationship ¢ = \/ﬁ) The power depends on the radius of the sphere r only

through the retarded time t..¢. This means that the energy contained in the sphere expanding
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at speed ¢ remains constant®. This is due to the fact that the electric field decreases as %,

therefore the Poynting vector decreases as T%, but the surface area of the sphere is proportional
to r2, these two effects thus cancel each other out.

Consider a harmonically oscillating charge, then its position, the square of acceleration
including the time-average value are:

2(t) = Acoswt,  a%(t) = A%t cosPwt,  (aX(t)) = %A%‘*. (6.80)

The time-average value of the carried power then is

2 2
Mg, o _ H0G” 4o 4
(P) = E2-(@(t)) = o A%, (6.81)

This no longer depends on r and thus ”on average” the same energy is contained in every shell
of radius r.

6.4 Refractive Index in Materials and Plasma

Consider a simple model of light passing through a material as an interaction of the traveling
electromagnetic wave with bound electrons in the atoms of the material. Initially, assume that
there is only one type of electron present in the material, which has its own natural angular
frequency of oscillation wy due to binding in the electric field of the atomic nucleus.

E(t) S

AVAVA.

nucleus

Figure 6.18: Model of an electron bound in a material oscillating under the influence of the electric field
from the traveling electromagnetic wave.

The equation of motion for this electron will be
mi + mwiz = Fy, (6.82)

where m is the mass of the electron and Fy, is the Lorentz force acting on the electron in the
traveling electromagnetic wave. Damping of the electron in this simple model is neglected. If
we now in the Lorentz force,

Fp=q(E+7x B), (6.83)
estimate the magnitude of the magnetic part in the traveling electromagnetic wave,
— =4 = v = =
|U x B| §v|B\:E\E|<<\E|, (6.84)
we see that for non-relativistic speeds, v < ¢, due to the relationship |E | = c[ﬁ |, the mag-

netic force can be neglected. For a non-relativistic electron, the equation of motion (6.82) will
approximately be )
mi + mwi® = —eE(t), (6.85)

SIf I consider a fixed retarded time tpep =t — T, then I can express r(t) = —ctret + ¢t — thus shells of constant
retarded time expand at speed c.
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where e is the elementary electric charge. For a harmonic electromagnetic wave, we have at a
given point

E(t) = Eycos(wt), (6.86)
meaning we have a harmonic oscillator driven by a harmonic driving force. Therefore, using
the results from chapter 1.6, specifically equations (1.24), (1.25), and (1.28) (for zero damping
0 = 0, driving amplitude B — —%Eo, and driving frequency 2 = w), we can write

—

E
—2702 cos wt. (6.87)
mws — w

e

Z(t) = —
The oscillating electron creates a variable dipole moment p’ of magnitude

ez E(t)

2

ﬁ:—ex:—
mwo

— 3 (6.88)
Heavy positively charged nuclei are considered stationary and therefore do not create any dipole
moment. This way, the electromagnetic wave affects all electrons (with angular frequency wy)
present in the material. If the number density of electrons in the material is N, then the
polarization vector P (representing the volumetric density of dipole moment, dp' = ﬁdV) is
given by
P=Np. (6.89)
The permittivity € of the medium can be expressed from the relationship for the electric
displacement D:
D=¢cyE+P=c¢E. (6.90)

(this relationship defines ¢ for the resulting E
and P). If we substitute the value of polarization P into (6.90), we get

2
€0 (1 + Z;@) E=¢E (6.91)
and thus Ne2 .
e(w) = ¢eo <1+m€0w2—w2> (6.92)
For the refractive index, we have an approximate relationship n ~ /e, = %, meaning

Ne?
n(w) = \/1 + 72; (6.93)

mep wi — w?’

Having the refractive index n(w), we know the dispersion relation of the given medium

Cc

w =

(@) (6.94)
This model quantifies the classical notion of the interaction of an electromagnetic wave with
a material. The change in phase velocity of EM waves when passing through a material is
interpreted as the effect of superposition of induced fields (from oscillating electrons) and the
passing wave.
The singularity for w = wg would be removed by accounting for the non-zero damping of
individual electrons. A schematic graph of the refractive index function n(w) (6.93) is shown
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in Figure 6.19. In the region w < wy, the fraction under the square root is positive, and thus
the refractive index n > 1 (and v, < ¢). In the region w > wy, the fraction is negative. For

frequencies in the range w € (wy, Wo + Ne? ) the expression under the square root is negative,

and the entire medium behaves as reactive. For frequencies w > /w2 + %: , the medium is

again transparent, this time with n <1 (v, > ¢).

nlw
A ) : :
1+maoew§

L S S

0 1 / w
T *
w
e

Figure 6.19: The function of the refractive index n(w).

Typically, there are multiple types of electrons (differently ”strongly” bound in the atom) in
a material, thus generally we would consider the densities of each type of electron N, with their
own frequencies wy. This generalization would lead to a relationship for the refractive index

Npe?2 1
1+ 6.95
\/ Z meo wi — w? —w? (6.95)
Let’s proceed to the case of plasma. In plasma, we have electrons and positively charged
ions that can move freely. Similarly to the case of the refractive index for materials, we neglect
the motion of positively charged ions (in materials, these were atomic nuclei) due to their much

higher mass compared to electrons®. For plasma, we use the previous results simply by setting
wo = 0 — electrons are not bound. From the result (6.93), we therefore get

Ne? 1
=4/l - ——. 6.96
)= f1- 20 (6.90)

From the general dispersion relation for the refractive index w = =k, we can express
n = Lck and after substituting into (6.96),

1 Ne? 1
R =1-——— (6.97)

meg w2’

and with a minor adjustment, we obtain the dispersion relation for waves in plasma

w? = wﬁ + k2, (6.98)

Ne?
meg

a transparent medium, for w < w, as a reactive medium. In the Earth’s ionosphere, depending

where we designated the so-called plasma frequency w, = For w > wy, plasma behaves as

5A proton is approximately two thousand times heavier than an electron (mﬂ ~ 1836).
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on the time of day, season, and solar activity, the plasma frequency is in the range of 10—30 MHz.
Waves of lower frequencies thus do not pass through the ionosphere and are reflected.

A waveguide is a device capable of guiding electromagnetic waves with minimal losses.
Unlike in free space, where electromagnetic waves from a source propagate as spherical waves
with amplitude decreasing with distance, a waveguide confines the wave propagation to a limited
space along one direction, thus preventing amplitude reduction during propagation. Practically,
it consists of a metallic tube or a plated conduit—a space bounded by a metallic shell. As a
model, we will consider a long straight waveguide of rectangular cross-section, whose walls are
made of perfectly conductive material (material with zero or negligible resistance).

Let’s consider the propagation of the electric part of the electromagnetic wave in this envi-
ronment. The electric field vector E must satisfy the wave equation and Gauss’s law,

02E

5z = AAE,  divE =0, (6.99)

thus entirely the same equations as, for example, for a planar electromagnetic wave. The
significant difference is the presence of boundary conditions. We are looking for an electric
field inside the waveguide with the requirement of fulfilling the boundary conditions of perfectly
conductive walls. Perfectly conductive walls enforce the vanishing of the tangential components
of the electric field at the waveguide walls. This fact follows from the differential form of Ohm’s
law,
j=0E, (6.100)

which relates the current density ] in the conductor with the acting electric field E using the
proportionality constant ¢ — the conductivity of the material. If we express the magnitude of
the electric field £ = % j and consider infinite conductivity (zero resistance), we get E = 0.
Physically speaking, charges can follow the changing electric field and always precisely compen-
sate for it with their movement’. However, since charges must remain within the waveguide
wall, the perpendicular component of the electric field at the boundary cannot induce charge
movement and thus remains undisturbed.

Let’s introduce coordinates as in Figure 6.20, where the respective tangential components
in the various walls of the waveguide are also illustrated.

E.

A ;‘ )

Y

a

9

<V

b

Figure 6.20: Rectangular waveguide of dimensions (a,b) oriented along the z axis. The corresponding
tangential components of the electric field E are shown in the top (and bottom), and right (and left)
walls.

"For static fields, this fact holds for any conductors. The static electric field in a conductor is always zero.
For non-static fields, we additionally require the condition of perfect conductivity.
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In these introduced coordinates, the boundary conditions are as follows. For the left (y = 0)
and right (y = b) wall, we have:

E.(z,0,2,t) = Ex(z,b,2,t) =0 Vx € (0,a), Vz,teR,

E.(x,0,2,t) = E,(x,b,2,t) =0 Vx € (0,a), Vz,teR. (6.101)
For the top (z = a) and bottom (z = 0) wall:

Ey0,y,z2,t) = Ey(a,y,z,t) =0 Yy € (0,b), Vz,teR,

E.(0,y,2,t) = E,(a,y,z,t) =0 Yy € (0,b), Vz,teR. (6.102)

We will now seek the simplest solution to equations (6.99) that satisfy boundary conditions
(6.101) and (6.102) and that propagates along

the waveguide (i.e., along the z axis). We do not aim to find a completely general solution.
We can simplify the search for a solution if we consider the electric field constant in some
directions. Definitely, we want to preserve dependence on coordinates z and t, as we want to
describe a wave traveling in the direction of the z axis. Unfortunately, if we were to leave
the electric field constant in the xy planes, i.e., consider functions E(z, t), boundary conditions
would force the solution to vanish (see below). Let’s, therefore, add dependence on one more
variable and study what happens. Let’s take, for example, the electric field constant along the
T axis, i.e., consider functions

E = E(y, z,1). (6.103)

The ansatz E(y, z,t) leads to the nullification of the F, and E, components throughout the
waveguide. Why? Boundary conditions for the top and bottom wall (6.102) talk about the field
at points = 0 and « = a, but our field is constant in the x direction. If it’s zero at the edge,
it must also be zero® for all x:

0= Ey(o’y7zvt) = Ey(yvzat) = Ey(:l:,y,z,t) Vx,y,z,t,
0=FE,(0,y,2,t) = E,(y,2,t) = E,(z,y,2,t) Yz,y,z,t. (6.104)

Boundary conditions simplified the electric field E to the form

—

E = (E,,0,0), E, = E,(y,z,t). (6.105)
Gauss’s law is then automatically satisfied,

'l aEfE(y7 2, t)

divE = =0 6.106

and from the wave equation, one component remains and the Laplace operator acts only in
coordinates y and z:

0’E 9 0*E, O°E
L= PAE, = ¢ . ). 6.107
ez~ ¢ ¢ < 2 922 > (6.107)
We are still left with the boundary condition for the E, component from (6.101):
E.(0,2,t) = Ex(b,2,t) =0  Vz,teR. (6.108)

8For the same reason, the E, component also disappeared for a field that had dependence only E(z, t). From
the boundary condition of the left and right wall (6.101), we would have gotten:

Ez(fL',O,Z,t):EI(Z,t):EI(l',y7Z,t) VZL‘,y,Z,t.

112



As we have already mentioned, we want to find an electric field propagating along the z
axis. Let’s consider the following ansatz:

Eu(y, z,t) = Y (y)e'~F=2), (6.109)

We wrote the electric field as a traveling wave in the direction of the z axis with an unknown

function Y of the coordinate y. We have denoted the wave number corresponding to the z

direction with k.. Individual derivatives in the wave equation (6.107) lead to expressions
OB, O?E,

= _w2y(y)€i(wt—kzz), 2 — —k:gY(y)ei(wt_kzz),

PE,
oy

Y//(y)ei(wt—kzz)7

(6.110)
and after substituting them into (6.107) and canceling the exponential, we get an ordinary
differential equation for the function Y (y) in the form

Y+ (%~ k)Y =0. (6.111)
K

Boundary conditions (6.108) reduce to the following conditions on the function Y (y):
Y(0)=0, Y(b)=0. (6.112)

For K < 0, solutions are hyperbolic functions (K < 0) or linear functions (K = 0), and these
cannot satisfy the boundary conditions non-trivially. For K > 0, we obtain the equation

Y'+ kY =0, (6.113)

where we have denoted as the wave number in the direction y,

2
ky = \/%2 — k2. (6.114)

The solution (6.113) can be written in the form
Y (y) = acos(kyy) + Bsin(kyy). (6.115)
Let’s find the form of the solution that satisfies the boundary conditions (6.108):
0=Y(0)=a = 0=Y(b) = pBsin(kyb). (6.116)
We must set o = 0, and if we require a non-trivial solution, 8 # 0 and simultaneously
kyb = mm, m e N (6.117)

(since kyb > 0, m € N). Thus, in the waveguide, through the form of the function Y (y),
there exist modes numbered by natural numbers m € N in the form of sin functions. This is
very similar to a string with fixed ends—fixed ends forced the displacement to vanish at the
points of fixation. Here, the electric field must vanish at the walls due to the ”fixed ends” of
perfect conductivity. The permissible wave numbers for the function Y (y) and the corresponding
functions Y;,(y) are thus in the form

mm mmy

ky) = s Ym(y) = Bsin (ky(my) = Bsin <T) .,  meN (6.118)

113



Now, let’s put all the information together. The electric field in the waveguide can be excited
in various modes numbered by a natural number m € N in the form

—

E = (E,;,0,0),  Eu(y,21) = Eysin (@) gilwt—hs2) (6.119)

(where we started writing Ey instead of §). Meanwhile, constants k, =
satisfy the dispersion relation (resulting from (6.114)):

%, k, and w must

2
W= (K24 k2) = (m;w) + 22, (6.120)
Denoting wyyinm) = "5, we can write the dispersion relation for the waveguide in the form
wz = wr2nin(m) + 021{32, (6121)

where we also stopped writing the index on k,, as, although we have an electric field in space, it
effectively acts as a traveling wave only in the direction z, so there is no dispute that the wave
number k (formerly k) describes the wavelength of the electric field in the direction z. We can
therefore calculate the phase and group velocity of the electromagnetic wave traveling through
the waveguide along the z axis as

v, = % Vg = Zi;, (6.122)
thus entirely the same as for one-dimensional wave propagation.

From the dispersion relation (6.121), it follows that for a given mode (i.e., for a given
natural number m), there exists a minimum angular frequency Whnin(m), Which can still propagate
through the waveguide. For w > wpin(m), it is a transparent environment; for w < wWpin(m), it
is a reactive environment. The lowest mode for m = 1 also has the lowest minimum angular
frequency

Wmin = Wmin(1) = % (6123)

w

For a waveguide of size b = 10cm, that is fipin = gﬁn = 1,5GHz. For frequencies w in the

reactive regime, we can easily find a solution to the dispersion relation in the form of k = ik,
ie.,

w? = w3 m) ~ K2, (6.124)

min(

and the resulting wave in the waveguide will be an exponentially damped standing wave in the
form

E.(y,z,t) = Epsin <$) e et (6.125)

The waveguide thus leads the electromagnetic wave without reducing the amplitude, but its
dimensions must be sufficient for it to lead the wave of a given frequency at all. If the dimensions
of the waveguide are not sufficient, the wave does not propagate through the waveguide but
forms an exponentially damped standing wave. Illustrations of individual modes are shown in
Figure 6.21.
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(a) First mode, m = 1.

(¢) Third mode, m = 3. (d) Fifth damped mode, m = 5.

Figure 6.21: Illustration of the electric field in the waveguide for several modes. Waves are shown for a
fixed angular frequency w. As the mode number m increases, the minimum angular frequency wiin(m)
increases until inevitably, from a certain mg, the wave stops propagating; here it happened for my = 5
in the last image. The electric field is constant along the z axis, so the fields in a selected plane x = z¢
are illustrated in the images. At the beginning of the waveguide, vectors of the electric field intensity
E are directly illustrated (in black), while elsewhere, the intensity of the electric field is continuously
plotted (in color) without showing individual vectors. For propagating modes (m < my), the wave as
a whole moves through the waveguide with the phase velocity v,(,,) (different for each mode), and for
non-propagating modes (m > mg), a standing wave is formed.
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6.5 Boundary Conditions for EM Fields at the Interface of Non-
conductive Media

Consider two homogeneous media composed of linear dielectrics and magnetics described by
permittivities €1 and €2 and permeabilities 1 and po. We will now derive the so-called boundary
conditions for the electric and magnetic fields at the interface of these two media, which will
specify the relationship between the values of the electric and magnetic fields on one side of the
interface and the other.

Write Maxwell’s equations in material media for generally variable permittivity () and

—\

permeability p(7)

div (¢E) = ppee  (Gauss’s law), divB =0 (B is solenoidal),
q B 1N = E
rot B = —8875 (Faraday’s law), rot <—B> = Jfree + 8% " ) (Ampere-Maxwell’s law).
W

(6.126)

Non-conductive media are characterized by the absence of free charges and currents:

Prrec = 0, jfree =0. (6'127)

The general strategy will be to rewrite each of Maxwell’s equations into integral form, apply
Gauss’s or Stokes’s theorem, and appropriately choose the volume/surface/curve of integration
to provide relationships between fields on one and the other side of the interface.

Start with Gauss’s law. Integrating over a given volume V and using Gauss’s theorem, we
get

/ div (¢E)dV = 7{ eE-dS =0, (6.128)
14 S

where the closed surface S is the boundary of volume V', 0V = S. The right side is zero due to
the absence of free charges. The element of surface in the integral is ds =idS , where 77 is the
unit normal vector to surface S. Now choose the volume/surface V /S as a cylinder whose axis
is perpendicular to the interface of the two media as shown in Figure 6.22.

rozhrani

Figure 6.22: Cylindrical surface S placed with its axis perpendicular to the interface of two homogeneous
media. The surface area of the base is S, and the height of the cylinder is h. The unit normal vector to
the base in the first medium is denoted 72, for the second base it is then —7i.

Divide the integration area into both bases and the mantle. Thus, the flux ® through the
entire cylinder can be split into ® = ® 411 + Pp1 + Ppa:

=D, + (alﬁl i — oy - ﬁ) S, =0, (6.129)
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where the integral over the small base area was written? as the product of the area Sp and the
value of the scalar product E -7 at that location. The flux through the mantle can be estimated
as |®pantle] < @ Smantle = @ (2777)h, where « is the maximum of the function |E - 7| on the
surface of the mantle and r is the radius of the base. In the limit h — 0, the flux through the
mantle disappears and after cancelling S, from (6.129), we obtain

it (e1Ey —e9Es) =0, (6.130)
( )

where El and Eg represent the values of the electric field from one and the other side of the
interface. The scalar product E-ft geometrically represents the magnitude of the projection of
vector E in the direction of the normal vector, thus representing the magnitude of the normal
component of the electric field E|. From Gauss’s law, it follows that the normal components
of the electric field have a discontinuity at the interface given by the ratio of the respective
permittivities of the media:

- - E €
1k =ekhy, 7Ei = i (6.131)

The same procedure is applied to the second divergent Maxwell’s equation, i.e., the solenoidal-
ity of the magnetic field. The integral form

/ div BdV = 74 B-dS=0 (6.132)
\4 S

after choosing a cylindrical surface as before leads to
7 (él - Eg) —0, (6.133)

or the normal components of the magnetic field are continuous at the interface:

By, = By,. (6.134)

Next, consider Ampere-Maxwell’s law in (6.126), whose integral form is obtained by inte-

grating over the surface .S,
15\ 4 IEE) -
/ rot (B) .d§ = / CE) . 43 (6.135)
s 7 s Ot
and applying Stokes’s theorem to the left side of the equation, we get

flé-df—/ UEE) 48, (6.136)
11 s Ot

where the closed curve [ is the boundary of the surface S, I = 3S. The element of length in
the integral is dl = tdl, where t is the unit tangent vector to curve [, the element of surface

9We are essentially using the generalized mean value theorem of integration. The integral of a continuous
scalar function F - n over a compact (bounded and closed) surface S can be written as the size of this surface
times the function value at some point of the surface:

— — =

/Sﬁ~ﬁdsz<ﬁ-ﬁ>(s>s:1§< ) - 7i(€) S,

where the point f is an unspecified point on the surface S. Performing the limit S — 0 we get the function value
(E - i) at the chosen point around which we constructed the surface S.
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is again dS = 7dS. Choose the surface S (or its boundary [) as a rectangle whose surface is
perpendicular to the interface of the media, as shown in Figure 6.23.

<+
|
~

\

El7§1 S7aS:l E27-§2

Figure 6.23: Rectangular surface S, or curve [, placed perpendicular to the interface of the media. Let’s
denote the dimension of the rectangle across the interfaces as h and along the interface as [. The unit
tangent vector to the left side of the rectangle is ¢, then the tangent vector to the right side maintaining
the direction of traversal is —t.

First, let’s look at the integral on the right side of (6.136). This can be absolutely estimated

from above by the expression oS = al h, where « is the maximum of the function ’8(55) -7

and S is the area of the chosen rectangle. In the limit h — 0, this integral therefore disappears.
The integration on the left side of (6.136) over the curve ! is divided into individual sides.
Analogous argumentation as before shows that the integrals over the top and bottom side of
the rectangle disappear in the limit A — 0. Therefore, in the integral form of Ampere-Maxwell’s
law after performing the limit A — 0, only remains:

1 - - 1 -
—By-tl— —By-tl =0, (6.137)
241 K2

where (for reminder) [ is the length of the left and right side of the rectangle and B, and Bs are
the values of magnetic fields from one and the other side of the interface. After cancelling!® I:

. (B, B
t (1 - 2) =0. (6.138)

251 12

The scalar product with vector ¢ gives the magnitude of the projection in the direction tangent
to the interface. Since we could have initially chosen the orientation of the rectangular surface
S arbitrarily, the relation (6.138) must hold for any tangent vector ¢. This gives us the following
result

By _By  By_m

: , (6.139)
po 2 By e

meaning that the tangential components of the magnetic field have a discontinuity at the inter-
face given by the ratio of the respective permeabilities of the media.
Exactly the same procedure is also applied in the case of Faraday’s law. The integral form

fﬁ-df: _ [ 9B 45 (6.140)

10 And also the limit I — 0, so that we again use the integral mean value theorem to get the values of fields B
and B2 at well-defined places.
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leads after choosing a rectangular surface as in the previous case to the condition
£ (E1 - Eg) =0 (6.141)

and thus the tangential components of the electric field are continuous at the interface:

Finally, let’s summarize the found boundary conditions for the electric and magnetic fields
at the interface of two non-conductive media into a table (with the law from which they derive):

e1E1| = e9Fy) (Gauss’s law), Bi, = By, (é is solenoidal),
N o 1 = 1 -
Ey = Ey (Faraday’s law), — By = —By (Ampere-Maxwell’s law).  (6.143)
H1 K2
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Chapter 7

Polarization

We have shown that an electromagnetic traveling wave is a transverse wave. The electric and
magnetic fields are perpendicular to the direction of propagation. This means that there are
two independent directions for the electric and magnetic field vectors — we say that we have two
independent polarizations. We will focus on describing only the electric part of the wave E the
magnetic part is then fully determined by the relation B= 73 x E, where §is the vector of the
direction of propagation. Let’s choose coordinates so that the direction of propagation is § = 2,
then we can choose vectors & and 3 as the basis of the transverse plane in which the vectors
E lie. Therefore, the general vector of the electric field can be decomposed into components in
the direction of the x and y axes:

If we consider harmonic traveling waves, we can choose for each of these components a wave
with different amplitude and with different phase shift on the principle of superposition:

E(F, t) = Exoei(wt—kz+4p1) 7+ Eyoei(wt—kz+<pz) 7. (7.2)

Graphically, these two traveling components in mutually perpendicular directions & and ¢ are
illustrated in figure (7.1).
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Figure 7.1: Two linearly independent directions of the electric field — each wave can generally have
different amplitude, here .o and E,, and different phase shift.

The phase difference of these two components d¢p,
do = (wt —kz+ 1) — (Wt — kz+ ¢2) = 1 — a2, (7.3)

does not depend on time or place in space. If we now choose any place z = zp, we can observe
the time evolution of the electric field E(t) = E(zo,1t):

E(t) = Epo Z'@He) 4 By jel@ite) (7.4)
where ¢} = ¢; — kzp, again it holds
o =1 — 2 = ¢ — ¢h. (7.5)

For the phase difference dy, it does not matter in which specific place we observe the progression
of the electric field. Therefore, let’s stop distinguishing specific values of phases ¢1 and ¢ (i.e.,
for example, stop writing the primes in expression (7.4)), but distinguish only their difference
0. At the same time, a shift in space by Az will achieve a phase shift in both waves of —kAz,
similarly, a shift in time by At will achieve a phase shift in both waves of wAt. From this fact, it
follows that in the expression (7.4) we can add a suitable phase to both exponentials (the same
in both!), as it will be convenient in the given case — for example, to simplify the expression.
The real part from the expression (7.4),

E(t) = Eqy0 T cos(wt + 1) + Eyo iy cos(wt + ¢2), (7.6)

is the parametric equation of an ellipse!. At a given point z = z, the electric field vector E (t)
generally describes an elliptical curve, see figure 7.2. We say that the electromagnetic wave is
elliptically polarized.

!This fact can be shown by converting the parametric form (where the parameter is time ¢) into the algebraic
form for components E, and E,. We decompose the components of the electric field using sum formulas

FE, = FE.o ( coswt cos 1 — sinwt sin npl) , Ey=FEy ( cos wt cos @2 — sin wt sin gog)
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Figure 7.2: For general polarization, the electric field vector describes an ellipse at a selected point.

Let’s look at the expression for the intensity of the electromagnetic wave in general polariza-
tion (7.6). The intensity is given as the time-average value of the absolute value of the energy

flux:
. - €, =9
=3y, §= \/;|E|2z. (7.7)

Therefore, let’s compute the expression |E|? = E - E for the wave (7.6),

|E_'|2 = Ea%o 72 cos®(wt + ¢1) + Ejo 7 cos? (wt + p3) + 2E 0By (Z - ) cos(wt + 1) cos(wt + p2)
= B2, cos®(wt + 1) + EZO cos?(wt + p2) + 0, (7.8)

due to the perpendicularity of vectors & and ¥ the interference term disappears and the to-
tal intensity is then simply the sum of intensities in the individual perpendicular directions
(averaging over time gives a factor of % from the cos? functions):

1 /e
I= 2\/;(E§0 + Ejo) = I, + 1, (7.9)

The resulting intensity thus depends only on the amplitudes of the individual waves, not on
their mutual phase. Specifically, the resulting intensity is proportional to the sum of the squares
of the amplitudes

of the waves in mutually perpendicular directions.

Every wave of the form (7.4) can be represented by a complex two-component vector Ee C?,
if we rewrite the form of the electric field E(t) (7.4) in the following way:

. . . . s 5 E By €'t
— — t—k t—k 1 0 2
Bz t) = (Exgewlx + Eyoewzy) eilwt—kz) _ poi(w Z), E = (EZ) = (Ezo eigoz) e C.
(7.10)

The intensity of the wave using this vector is written as

1 /e, > 1 /e, - A 1 /e
IT==,/2E|I?==./=(E|*> + |Ey)?) = =, | = (E? + E2). 7.11
3y VP = 5\ (2B + Baf) = 5 = (58, + 53, (1.11)

These relations can be seen as linear equations for functions sin wt and coswt. Solving these equations, we get

coswt = ally + bEy, sinwt = cly + dEy,
where numbers a, b, ¢, d are given by specific values of Eyo, Eyo, @1, p2. Squaring and adding up, we get
1= (aE, + bE,)* + (cE, + dE,)?,

which is the equation of a conic section in variables E, and E, (it is a quadratic polynomial in F, and Ej).
Since the values E, and E, are bounded (by amplitudes F;o and E,), it must be an ellipse or its degenerate
cases (circle, line segment).
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Now, let’s look at two special cases of polarization. The case of linear polarization occurs
if the electric field vector E (t) oscillates in one given direction, see figure 7.3, where the vector
E(t) in the perpendicular plane xy is illustrated, and also see figure 7.4, where the electric field
in space E (z,t0) at a given time tg is shown.

Y

Figure 7.3: In linear polarization, the electric field vector E (t) harmonically oscillates in the xy plane
(perpendicular to the direction of propagation along the z axis) along a unit direction vector @ = (n,ny).

Figure 7.4: Spatial progression of the electric field in linear polarization. Illustrated is the electric field

—

E(z,tp) along the z axis at a given time tg.

This case occurs for a phase shift d¢ € {0, 7}, then the electric field (7.4) can be written in
the form

Bt) = Byt @9 B = Eyiie® = B, <Z?§g) e, (7.12)

where the unit vector 7 = (ng,n,) = (cosf,sin ) represents the direction of oscillation of the
electric field E(t) in the zy plane and the angle 0 is the deviation of this vector from the z axis.

The second special case is circular polarization, when the electric field vector E(t) describes
a circle in the zy plane. In this case, we also distinguish two subcases according to the direction
of rotation of the vector E(t) If, when viewed against the direction of propagation, the vector
E(t) rotates counter-clockwise, we speak of left-handed circular polarization, and if it moves in
the direction of clock hands, then it is right-handed circular polarization®. These polarizations
illustrated in the xy plane are in figure 7.5. For circular polarization, the electric field vector

—

E(z,tp) at a given time forms a helix along the z axis, which is shown in figure 7.6.

2Unfortunately, there are two conventions. The second has definitions exactly opposite to what we have here.
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(a) Left-handed circular polarization. (b) Right-handed circular polarization.

Figure 7.5: Circular polarization of the electromagnetic wave. The direction of rotation of the vector E(t)
is determined when viewed against the direction of wave propagation (indicated by the z axis pointing
towards us/out of the paper).

Figure 7.6: Spatial progression of the electric field for circular polarization. Illustrated is the electric
field E(z,to) along the z axis at a given time ¢y. In this case, it is right-handed polarization (the wave

moves in the direction of the z axis and then in the given zy plane, the vector E (t) will rotate clockwise,
whereas the helix itself along the z axis rotates counter-clockwise...).

Circular polarization is obtained for d¢ = £5 and E,0 = Ey = Ep. After substituting
these conditions into (7.4), the result is the expression

E(t) = E (Z cos(wt + @) £ Fsin(wt + ¢) ), (7.13)
—_—
g cos(wi+oF5)
which is the parametric equation of a circle. The plus sign with the sine (i.e., the phase —%)

corresponds to left-handed polarization and the minus sign (i.e., the phase +7) to right-handed?.
In the complex notation, we have

E(t) = Eo(Z /@9 4 gel@tHe®2)) - E = E, ( 1.ﬂ> €. (7.14)

3This fact is easily seen for small positive values of the phase wt + ¢. Thanks to the cosine, the electric field
vector then points in the direction of the x axis, and the sine of a small positive phase is also positive. Depending
on the sign in front of the sine, we get a vector that has turned a little bit either into the positive or negative
direction of the y axis.
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If we do not have polarizations of the special types mentioned above, we speak, as already
mentioned, of general elliptical polarization. This can again be divided into two categories:
left-handed and right-handed,

see figure 7.7. In space, the electric field forms an elliptical helix.

right-handed

Figure 7.7: Left-handed and right-handed elliptical polarization.

7.1 Polarizer and Wave Plate

In the previous chapter, we introduced the formalism for describing polarization states, and
now we will focus on how to change polarization states. For this purpose, we describe two basic
optical elements, the polarizer and the wave plate, which we will place in the path of a traveling
electromagnetic wave.

7.1.1 Polarizer

A polarizer is an optical element that allows only the component of the electric field that
oscillates in the direction of the polarizer’s axis — called the transmission axis — described by
the direction vector 7 = (ng,ny), see Figure 7.8.

Figure 7.8: From the electric field E incident on the polarizer, only the component EH parallel to the
transmission axis 77 is transmitted.
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Thus, if the electric field entering the polarizer is decomposed into Ep = EW +E |, then the
output field will be Eou = EH' The action of the polarizer can be described by projecting the

vector Ej, onto the direction 7 using the scalar product in the following way:

— —

Eow = (Em - ) 1, (7.15)

where 7 is the unit vector in the direction of the transmission axis. Furthermore, we want to

encode the action of the polarizer into an appropriate transformation of vectors Ein, Eou € C2
in complex notation. The transformation (7.15) is linear, and thus it can be encoded into a

matrix Py € C>2 — projector onto the axis 7, relating vectors Ein, Eout as follows:

—

Eout = Pﬁéin- (716)
Let’s find the expression of this matrix by expanding the relationship (7.15):
2 2
= Ng\ _ (nyEe +nznyEy\ [ ng ngny E:\ 7
Eout = (Exng + Eyny) <ny> = (nwy By 4niB, ) = \ngny  n2 E,) = PiEy. (7.17)
—_—————
Pz

Introducing the angle 6 as the angle of deviation of the vector 7 from the x-axis, we get the
expression 7 = (cos#,sinf) and can write

cos? 6 cosfsin
P =Py = (cos@sin@ sin 6 ) ‘ (7.18)

Let’s consider examples of projectors on the basic transmission axes: I, 7, xjiy (

the transmission axis must be unitary):

10 0 0 1/1 1
]Pf:PO:(O 0), szpg=<0 1), ME;:PI=2<1 1). (7.19)

Consider a linearly polarized wave incident on a polarizer. How does the intensity of the
wave change after passing through the polarizer? Without loss of generality, let’s direct the
x-axis in the direction of the vector of the incoming polarized light, i.e., Eyn = EgZcoswt. Let
the transmission axis be generally 7 = (cos 6, sin #), where the angle § now describes the angle
between the direction of oscillation of the linearly polarized wave and the transmission axis of
the polarizer. Substituting into (7.15), the output amplitude vector comes out as

Eoout = Eo(Z - 1) it = (Eg cos 0) (7.20)

and thus the output wave will be in the form Eoy; = (Eg cos ) i coswt. Substituting the forms
of the input and output waves into the relationship for wave intensity (7.7) we get

Towt = \/? <|Eout\2> = \/?COS2 0 <E§ cos? wt> = I, cos? 0. (7.21)
[ u

This relationship between intensities is called Malus’s Law:

Iout = Iy cos? 6. ‘ (7.22)
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7.1.2 Wave Plate

Let’s now move on to the second optical element, which is the wave plate. A wave plate allows
changing the phase difference ¢; — o between individual perpendicular components of the
electric field. How does it achieve this? First, let’s look at how much the actual phase of the
wave changes after passing through a material of thickness d with a refractive index n. The
situation is schematically shown in Figure 7.9. In the material, the wave takes the form e#(“t—k2)
where k is the wave number given by the dispersion relation w = k. Beyond the plate, the
phase is shifted by —kd compared to before the plate. However, the phase changes the same
way for both perpendicular components of the electric field, so there is no change in the phase
difference...

i(wt—kz

o ei(wt—koz) x e

Figure 7.9: Wave passage through a material with refractive index n. In the material, the wave takes
the form e“'=%2) where k is the wave number given by the dispersion relation w = k.

To achieve this, we need a material, a so-called birefringent crystal, which behaves as a
material with different refractive indices for waves polarized in different directions, see the
schematic Figure 7.10. Such behavior arises due to the anisotropy of the given substance. The
substance’s response to the passing wave of the electric field varies depending on the orientation
of the electric field vector (depending on the polarization of light).

AN AN

Figure 7.10: Birefringent crystal. For the electric field oriented in the vertical direction, it behaves as a
material with refractive index n4, for the electric field oriented perpendicular to the vertical field, i.e.,
oscillating in the horizontal direction here, it behaves as a material with refractive index n...

A wave plate made of birefringent crystal is parameterized by two perpendicular axes, 71
and 7i2, to which correspond different refractive indices n; and ns (note, these are not the
magnitudes of vectors 7i; and 7ia, which are unitary, |fi1| = |fi2] = 1) and its thickness d, or
change in phase difference @1 — @2 by Ap.
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Figure 7.11: Labeling of the axes in the wave plate made of birefringent crystal. Perpendicular axes of
the plate are in the direction of 77; and 7 and the corresponding refractive indices are nq and no.

How does the magnitude of the phase shift Ay depend on the values ni, no, and d? As we
have already mentioned, the phase before and after the plate generally differs by —kd, here for
individual components of the electric field —kid and —kod. Therefore, if the electric field at the
beginning of the plate takes the form

Ein(t) = By iy cos(wt + @1) + By ity cos(wt + ¢3), (7.23)
the field at the end of the plate will be
Eout(t) = Fj 71 cos(wt + @1 — k1d) + Eo i cos(wt + w2 — kad). (7.24)
The phase difference changes from @1 — @2 to @1 — 2 + Ap, where Ay is
Ap = (ky — k1)d = %(nz — n1)d. (7.25)

Using the dispersion relation in vacuum w = ckg = 2/\—7;0 we can express the phase shift Ay in

terms of the vacuum wavelength Ay as

2
Ap = —W(ng —nq)d. (7.26)
Ao

This phase shift Ay is added to the part of the wave corresponding to the refractive index nj.
This can be easily seen if we add the value kod to the phases of both waves in expression (7.24)
(which is an operation not changing the polarization state), then we get

Eout(t) = F 11 cos (wt + o1+ (ko — kl)d) + F 7ig cos (wt + goz). (7.27)
A
)

Considering Ay to be positive only, which requires us to label the refractive indices such that
n1 < ng, we obtain a practical rule: a positive phase shift Ay is added to the component of the
electric wave corresponding to the smaller refractive index.

A plate causing a phase difference change of Ap = 7 is called a quarter-wave plate, for a
phase shift Ap = 7, it is called a half-wave plate.

How do we write the action of a wave plate with a phase shift Ay in complex notation? Or

how do we define the matrix Da,, transforming the complex vector Ein € C? into the vector

~

Eoy € C2 according to the prescription

~ ~

Eout = DAy Ein? (7.28)
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First, we need to decompose the electric field wave into the directions of the wave plate axes
i1 and 7i2. This can be done using projectors onto these axes, P5, and Pj,. For perpendicular
unit vectors 7; and 7ip, it holds that Py, 4+ Pz, = I, so we can write

~ ~
= =

En = Pﬁl Ey + ]P)ﬁz Ein- (7.29)
We obtain the output field by adding the phase shift Ay to the part corresponding to the
smaller refractive index (considering ny < ng):

~ ~ ~
= =

Eouy = €"2%Py, Ein + Pyt Biy = (¢29Py, + Pii, ) Ein. (7.30)
Comparing the right side (7.30) and the definition of the matrix Da, (7.28), we see that
Da, = 29 Py, + Pa,. (7.31)

Considering, for simplicity, 77; = & and 7l = ¥ (and using the definition of projectors Pz
and Py from (7.19)) we get

. iAp
DA@ = CZASD Pz + P?j = <€ 0 (1)> . (7.32)

7.2 Polarization Measurement

The angular frequency w of the electromagnetic wave is usually too large for us

to directly measure the actual course of the electric field (for the visible light spectrum,
frequencies are in the order of hundreds of THz). We are inevitably confined to measuring
only time-averaged values of certain quantities. To determine the polarization state (and total
intensity) described by the relationship (7.6), we need to determine the amplitude values in
individual directions, Fo and Fyg, and also the phase difference value ¢1 — 3. Let’s show that
we can determine these quantities by measuring the following intensities:

L=(E}), IL;=(E), ILy=(EE),  Ig=(E(wt—3)E,), (7.33)

where under the expression E,(wt — 5) we understand that in the component E, we shift the
phase by —5. If we calculate these intensities by substituting from the generally elliptically

polarized light (7.6) we get

1
L = (B2) = Blycos”(wt + 1)) = £ B
1
I, = <E5> = E50<cos2(wt + p2)) = §E50,
1
I, = (ExE,) = EmoEy0< cos(wt + 1) cos(wt + ¢2) > = —Ey0Ey cos(p1 — ¢2),

2

% ( cos(2wt+p1+p2) + cos(p1 —<p2))
sin(wt+1)

1 )
Iy = (Ep(wt — %)Ey> = Eony0< cos(wt + p1 — g) cos(wt + p2) > = §E10Ey0 sin(p1 — p2).

% ( sin(2wt+¢1+¢2) + sin(p1 7902))
(7.34)

From intensities I, and I, we can calculate amplitudes E,o and Ey. Then, intensities I, and
Iz give the sin and cos of the phase difference, which uniquely determines it (in the interval

(0, 2m)).
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How can we practically measure these four intensities? Intensities I, respectively I,, are
measured by placing a polarizer with the transmission axis Z, respectively 4, in the path of the
light, these only transmit the components E,, respectively E,. The intensity I, is measured
by placing a linear polarizer with the transmission axis fi\/g in the path of the light. The output

intensity after passing through this polarizer then comes out*

1
Towt = 5(1} + 1) + Iy. (7.35)

The last intensity Izy is determined by first placing a quarter-wave plate with the axis 7; = ¢
(the axis corresponding to the smaller refractive index) in the path of the light — this adds a
phase shift of 5 to the component E, which is equivalent to subtracting a phase of § in the

component F, —and then again a polarizer with the transmission axis 5%237 . In this configuration,

the output intensity is given by the relationship®
1
Iow = 5z + 1) + Izg. (7.36)

Thus, intensities I, and I, are measured directly by inserting an appropriately oriented
polarizer, intensities I, and Iz; are calculated from the measured intensities Iy and .

7.3 Unpolarized Light

So far, our description only includes the concept of (completely, perfectly) polarized light. For
any values of the parameters E., Eyo, ©1, @2 in a wave of form (7.4), respectively (7.6), we
have (completely, perfectly) polarized light. How then do we describe unpolarized light? What
exactly is it? Roughly speaking, unpolarized light is such light whose polarization randomly
changes over time. Imagine an atom (electron in an atom) that emits linearly polarized light by
its oscillation. After a while, another atom collides with it and causes it to start oscillating in
a different direction, thus changing the plane of polarization of the emitted light. This process
is continuously repeated in the material, and thus the plane of polarization of the emitted light
is constantly randomly changed. See the schematic Figure 7.12. Now, let’s try to define and
quantify this rough idea more carefully.

RAVAVAVAV

NV AV AV aw

Figure 7.12: Oscillating atom emitting linearly polarized light. Due to external influences (collisions
with other atoms), it randomly changes the direction of its oscillation, leading to a change in the plane
of polarization of the emitted light.

First, let’s introduce three important time scales that we will need when studying unpolar-
ized light. The first scale is the period T of the electromagnetic oscillation itself. For visible
light, it is approximately T ~ 10714 s.

1See example 9.4 in the exercises.
®Completely analogously as the previous relationship.
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The second scale is the so-called coherence time tion. This time represents the duration for
which a given polarization is preserved, i.e., in the initial illustrative example, the time during
which the atom oscillates undisturbed. Typically, txon =~ 1072 — 10~® 5. This time can also
be defined using the concept of temporal coherence. We say that the field at a given location
E(t) at times t; and ty are temporally coherent if knowing the field around time ¢; allows us
to determine the field around time ¢o (and vice versa). The coherence time ty,, is thus the
maximum distance of times [t; — t2| when the fields are still mutually coherent. If the field
around to cannot be predicted from knowing the field around ¢;, we say that the fields are
incoherent.

And the last scale is the resolution time t,,, of the Instrument we use to measure the
polarization state. The instrument measures the intensity of the incoming light, which is given
by averaging over the resolution time, I = <EQ> Now let’s distinguish two cases. First, if
tion > troz — in this case, we will talk about

a fast instrument. In this case, the instrument is capable of tracking changes in polarization,
and we will simply measure completely polarized light, whose polarization changes with a period
tkoh-

In the case that tion < to, — we talk about a slow instrument, — the instrument is unable to
track rapid random changes in polarization, and in this case, we will talk about the light hitting
the instrument as unpolarized light (more precisely, as partially polarized or unpolarized light).
Let’s now look more closely at this intensity measurement by a slow instrument. We will show
that by measuring a set of intensities I, Iy, I;,, and Iz, we can distinguish polarized light
from unpolarized (or partially polarized).

We generalize the notation of completely polarized light (7.6) so that the parameters Fy,
Ey0, ¢1, and @2 can be time-variable:

troz -

E(t) = Eao(t) T cos(wt + 01(8)) + Eyo(t) Feos(wt + pa(t)). (7.37)

The functions E.o(t), Eyo(t), ¢1(t), and ¢a(t) change on the scale of coherence time tyn. We
can imagine that they change very slowly so that for the duration of ¢y, they remain almost
constant. Also, due to the inequality T < tion, the change of these functions is much slower
than the change in phase given by the term wt. If we now perform averaging over one period
T for the electric field (7.37), we can consider the functions E.o(t), Eyo(t), ¢1(t), and ¢a(t)
as almost constant due to the relationship 7" < tyn, and the result of this averaging will be
time-varying intensities,

1.(1) = S B2 (0),

1,(t) = 5B (0),
Ly(t) = 5 Bao0)Byot) cos(ipa 1) — (1),
Feglt) = 5 Beo(t) Eyolt)sin(ip1 (1) — (1), (7.39)

which change on the scale fy. A slow instrument with a resolution time t.,, will then measure
such intensities, which result from additional averaging over the resolution time t,o;:

I = <I$ (t)>troz7 I, = <Iy(t)>troz7 Iwy = <I$y<t)>troz7 I@ = <I@(t)>troz' (739)

Let’s see how much these intensities will be for the model of unpolarized light we outlined
at the beginning — that is, for linearly polarized light, whose plane of polarization randomly
changes. The electric field will take the form

E(t) = Eyi(t) cos(wt + ), (7.40)
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where we write the directional vector 7i(¢) using the time-varying angle 6(t) as
7i(t) = (cosO(t),sinO(t)). (7.41)

The function of angle 6(t) changes on the scale ty}, and we consider that all angle values (0, 27)
are evenly represented. The intensities (7.38) for light of form (7.40) are in the form

I(t) = %ES cos® (1),
I,(t) = %Eg sin? 0(t),
L) = %Eg cos 0(¢) sin O(t) cos(p — ) = %Eg sin 20(t),
Loy(t) = %Eg cos B(¢) sin 6(t) sin(g — ) = 0. (7.42)

Averaging over the instrument’s resolution time t,o; > tion leads to

1
4

1

I, 1

E2, I, =-F}, Iy =0, Iz =0, (7.43)
the average values (cos®60(t))io, = (5in?0(t))ie, = 3 and (sin2theta(t))y,, = 0 come out
exactly the same as standard time-averaged values of trigonometric functions over one period,
since during the measurement duration %,.,, the angle § changes many times and evenly covers
the interval (0,27). Intensities I, and Iz both came out zero, which is not possible for
completely polarized light (sin and cos in (7.34) cannot be zero at the same time)! We see,
therefore, that we can distinguish unpolarized light from polarized light by measurement.

In general, in unpolarized light, we have a condition on the functions E,o(t), Eyo(t), ¢1(t),
and p9(t) arising precisely from the constancy of the total intensity:

Iy = (E% = (E? + E2) = I, + I, = konst. (7.44)

In unpolarized light, the values of functions E,o(t), Eyo(t), ¢1(t), and ¢a(t) change randomly
and evenly assume all permissible values. From this condition, it follows, among other things,

(it must not matter if we relabel the x and y axes). And further, for random angles 1 (t) and
©a(t), it holds that

{cos(p1(t) = @2(t)))tror = (sin(p1(t) = 2(t)))tros = 0. (7.46)

From relationships (7.44), (7.45), and (7.46) for unpolarized light, it follows that

1
I, = 510, I, = -1y, I, =0, Iz = 0. (7.47)
We can further consider a superposition of completely polarized light and unpolarized light.
Then we get partially polarized light.
The polarization state and degree of polarization are described by so-called Stokes parame-

ters, which are given by the relationships

fIm_Iy
L+ 1)

Py 2 P

P - : .
! I+ 1, I+ 1,

(7.48)
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Generally, it holds (here without proof) that
P2+ P+ P <. (7.49)

For completely polarized light, then P? + P# + P32 = 1 (this part can be easily shown by
substituting into (7.48) from (7.34)). For unpolarized light, we get P, = P, = P3 = 0 (by
substituting into (7.48) from (7.47)). Furthermore, we define the degree of polarization as the
magnitude of the Stokes vector P = (Py, P, P3), i.e., |P| = P2+ P7 + P;. In the case that
0 < ]13\ < 1, we call the light partially polarized. (For completely polarized light, we have
|P| = 1, and for unpolarized light, |P| = 0.)

7.4 The problem of the reflection of an EM wave at a planar
interface

In this chapter, we will deal with the problem of the transmission (refraction) and reflection
of electromagnetic waves at the planar interface of two non-conductive media. From Maxwell’s
equations, we will derive the laws of reflection and refraction, find the amplitude coefficients of
transmission and reflection depending on the angle of incidence and polarization of the incident
electromagnetic wave. We predict the existence of a notable angle at which a certain polarization
is not reflected and thus allows us to polarize light by reflection. In the solution, we will use the
conditions of connection at the interface of non-conductive media, which we derived in chapter
6.5.

Let a plane traveling harmonic electromagnetic wave fall on a planar interface. As an ansatz,
take that the reflected and transmitted wave will also be plane waves, whose electric components
can therefore be written in the form

By = Ey ei(wt—Edi‘)’ E = Ey ei(wrt—Erf)’ E. = Eiy ei(wtt—Et'F)7 (7.50)

where Ed, Er, and E; denote the incident, reflected, and transmitted wave, respectively. The
constant amplitude vectors Eqg, o, and Eig are left unspecified for now. The magnetic part
of electromagnetic waves is uniquely given by the relationship

. 1k - 1
nxE=-—xFE=—
vk w

—

| .
B=- kx FE (7.51)
v

(for respective values of w, v, and k= k). Wave vectors Ed, Er, and k; indicate the direction
of wave propagation, k = k7, and wavelength A = 2% The relations between angular velocities

and wave numbers are given by the respective dispersion relations

c - k C - k?r c > k
w=—|kg| = —2—,  w=—|k| = L wp = — k| = ——, (7.52)
n VELH1 n VELHL n2 VE212

the refractive indexes are given by the properties of the medium as n = /e, p,, the speed of
light is ¢ = \/;JW.

The plane of incidence is defined as the plane perpendicular to the planar interface and
containing the wave vector of the incident wave Ed, see figure 7.13. We introduce Cartesian
coordinates so that the plane of the interface is given as z = 0 and the plane of incidence is
parallel to the yz coordinate plane. The whole problem is then translationally symmetric along
the z

axis.
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Figure 7.13: The interface plane and the plane of incidence perpendicular to it containing the wave
vector of the incident wave kq. Cartesian coordinates are introduced so that the plane of the interface is
at z = 0 and the plane of incidence corresponds to planes parallel to the yz plane.

The translational symmetry along the x axis means that the waves (7.50) must not depend
on the variable z. This means that the wave vectors must have a zero k, component,

k= (0, ky, k=) (7.53)

(for the incident wave, this statement is trivial, since we introduced coordinates so that kq, = 0,
this fact is non-trivial for the reflected and transmitted wave). The entire problem of transmis-
sion and reflection of an electromagnetic wave is thus planar. Next, we introduce the angles of
incidence 94, reflection ¥,, and transmission (refraction) ¥ as deviations of the directions of
propagation of the respective waves from the normal to the interface, see figure 7.14.

incident wave reflected wave

—

kq Fy

€1, M1 Y

interface

€2, K2

transmitted wave

\

Figure 7.14: The electromagnetic wave incident on the interface in the direction of the wave vector Ed
with a deviation from the normal ¥4. For the reflected and transmitted wave, the angles of deviation
from the normal are denoted ¥, and v.

Using these angles, we can express the individual components of the wave vectors Ed, Er,
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and Et as follows:
ka = (0, kqsindq, kg cos9q), Ky = (0, kysindy, —ky cos ), kg = (0, kg sin g, kg cos ).
(7.54)
7.4.1 Law of reflection and refraction, critical angle, and total reflection

Let’s start with the first condition of connection, the condition of continuity of the tangential
components of the electric field at the interface,

Elll = E2H= Edu + Er|| = Etu, (7.55)

the electric field in the first medium El is the sum of the incident and reflected wave, Ed + Er,
and the field in the second medium F» is given by the transmitted wave F;. After substituting
from the ansatz (7.50) we get

E’donei(wt—kdyy) + E’rollei(wrt—kwy) — E’tollei(wct—ktyy)’ (7.56)

where we used the form of wave vectors (7.53) and the fact that at the interface z = 0. The
condition (7.56) is a linear combination of exponentials (or a set of several linear combinations).
For generally non-zero electric fields, we get that the exponentials must be pairwise linearly
dependent, which is only possible if they are equal:

ei(wt—kdyy) — ei(wrt—kryy) — ei(wtt_ktyy)7 \v’y’ teR. (757)

If these functions are to be equal, the parameters in them must be equal:
W= wy = Wy, kay = kry = kyy. (7.58)

Thus, the angular frequencies of the individual waves must be the same (from now on we will
write only w) and the tangential components of the wave vectors must be equal (here, the
tangential component is the y component):

/Cd” = k‘r” = ktH‘ (7.59)

Now, substituting the expression of the tangential component of the wave vectors &, from (7.54)
we get
kqsindy = k,sinv, = k¢ sin 9 (7.60)

and further replacing the magnitudes of the wave vectors from the dispersion relations (7.52)

(and canceling the common factor #):

n sintdq = ny sin ¥, = ngy sin V. (7.61)

From the left equality follows the law of reflection — the angle of incidence equals the angle of
reflection, the right equality represents the Snell’s law of refraction:

[a = 0,

’ n1 sin g = ng sin Y. ‘ (7.62)

In the following, we will denote the angle of incidence and reflection as 91, the angle of
refraction as 12, thus Snell’s law will be in the form

ni sin 191 = N2 sin ’192. (763)
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For ny > ng, i.e., when passing from optically denser to optically rarer medium, Snell’s law
implies 92 > ;. However, it must hold that ¥ < 7. We define the so-called critical angle V¢
as such an angle 1, at which 5 = 5. From Snell’s law for the value of the critical angle follows

sinde = % (7.64)
1

For the angle of incidence 97 > J¢, the transmitted wave “has nowhere to refract” and leads
to so-called total reflection, where the wave does not propagate into the second medium and is
completely reflected. In this case, the second medium acts as a reactive medium. Let’s look at

this fact in more detail. Consider the dispersion relation of the second medium for the
transmitted wave

- c?
w? = ?yktﬁ = p(kfy + k2. (7.65)
2 2
Let’s express the component of the wave number Et in the direction of the z axis, indicating
how much the wave progresses in the direction of the z axis,

2 w? 2 2
ki, = C—an — kty. (7.66)

Furthermore, we can set ki, = kqy, from the expression (7.54) we have kg, = kqsinv; and
finally kq can be expressed from the dispersion relation in the first medium (7.52), kq = “n;.
After making these adjustments, we get the relationship (7.66) for k2, in the form

w2

k2 = — (n% — n?sin? 1) . (7.67)
c

For 91 > 9¢, the dispersion relation (7.67) does not have a solution for real ki,. Thus, indeed,

for 91 > J¢, the second medium acts as reactive, i.e., does not support the propagation of the

electromagnetic wave in the direction of the z axis. The solution (7.67) is found for the ansatz

ki, = —ik, after substituting we have

oW 9o 2
K :C—Z(nlsln Y1 —n3) . (7.68)

The form of the electromagnetic wave in the second medium is obtained after substituting our
ansatz ky = (0, ky, —ir) into the form for the transmitted electric wave Ey (7.50):

E‘v’t _ E‘v’to ei(wt—Et.F) _ Eto ei(wt—ktyy)e—nz‘ (7.69)

This form represents an electric wave traveling in the direction of the y axis, but exponentially
attenuated in the direction of the z axis. We can again define the penetration depth § as the
distance at which the wave amplitude decreases to e~! of its original value. Clearly, § = k.

7.4.2 Connection conditions for individual polarizations

Now consider all the connection conditions of the electric and magnetic field at the interface,

Eyj = By = (Eao + Eno),, = (Evw),,,
e1E1| = e2Fy) = El(EdO + ErO)Z = &2 (Eto)z,
gu = Bu = (gdo + grO)z = (Bto)Z,
1 =g 1 =g 1 — — 1 —
— B, =—8 —(Byo + B = —(B , 7.70
o B =Ba = oy Baot B, = - (Buo),,, (7.70)
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where on the left side are the conditions without coordinates, on the right side we introduced the
relationships using the individual components of the given vectors. In all waves, the exponentials
at the interface are the same, so we can cancel them out, and only the amplitude vectors will
remain in the connection conditions. The components x and y are the components tangential
to the interface, the component z is the component perpendicular to the interface (see the
introduction of coordinates in figure 7.13). For clarity of notation, we introduced the notation
(A'—i— é)x = A, + B, etc. for other components.

Now we must split the approach into two separate parts according to the polarization of
the incident wave. We consider a linearly polarized incident wave and once choose the plane
of polarization so that the electric field oscillates in the plane of incidence, the second time we
choose the plane of polarization with the vector of the electric field oscillating perpendicular to
the plane of incidence, see figures 7.15.

/x( /x(
‘ Y Y ‘ Y Y
\ \
\ \
\ \ D
(a) Polarization in the plane of incidence. (b) Polarization perpendicular to the plane of inci-
dence.

Figure 7.15: We distinguish two cases according to the direction of linear polarization of the incident
wave.

Consider the ansatz that the polarization is preserved in the reflected and transmitted wave
— this corresponds to the idea that the incident wave oscillates charges in the direction of
its polarization, and these charges then emit waves with the same polarization. Now we can
introduce positive directions of the electric and magnetic fields in individual electromagnetic
waves. We want the triplet of vectors E, B , and k to form a right-handed system of vectors.
The wave vectors k are given, the directions of the electric field vectors are limited by the
choice of polarization in the plane of incidence or perpendicular to it. Let’s then choose positive
directions, for example, as in figures 7.16.
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\ \

(a) The case of polarization in the plane of inci- (b) The case of polarization perpendicular to the
dence. The directions of the magnetic field B are plane of incidence. The directions of the electric
chosen to point in the positive direction of the = field E are chosen to point in the positive direction
axis. The directions of the electric field E are then of the z axis. The directions of the magnetic field
determined by the right-hand rule. B are then determined by the right-hand rule.

Figure 7.16: Positive directions of the vectors of the electric field E and magnetic field B for individual
polarizations. The plane of incidence with axes y and z is drawn.

Now we can specialize the general connection conditions in (7.70) for individual cases of
polarization. On the left polarization in the plane of incidence, on the right polarization per-
pendicular to the plane of incidence:

Eaoy + Eroy = Eroy, Eaoz + Exoz = Etoz,
€1 (EdOZ + ErOz) = 52Et027 0= 0,
0=0, Baqo. + Bro> = Btoz,
i (Bde + BrO:Jc) = iBtOza i (BdOy + BrOy) = iBtoy. (771)
H1 M2 M1 2

Some connection conditions turned out to be trivial due to the fact that in a specific case
the electric or magnetic field does not point in a certain direction at all, and the condition is
therefore automatically met.

Further, let’s express the individual components of the electric and magnetic field vectors
using the angles of incidence ¥ and refraction 9o from figures 7.16. For the case of polarization
in the plane of incidence, we have:

EdO = Ed()(o, — COS’l91,SiIl?91), E}o = Ero(o, COSI91,SiIl’l91), EtO == Eto(o, — COS 292, sin192),

Bag = Bao(1,0,0), By = Bro(1,0,0), By = Buo(1,0,0), (7.72)
and for polarization perpendicular to the plane of incidence:
Eqo = Eao(1,0,0), Ev = Fxo(1,0,0), Eyp = Eio(1,0,0),
gdg = Bqo(0, cos ¥y, — sin ), ér(] = By(0, — cos ¥y, —sin ), éto = Bio(0, cos 9o, — sin J9).
(7.73)
Amplitudes of magnetic fields can be expressed using the amplitudes of electric fields
1 1 1
Bap = — Eqo, Byy = —Ex, By = —Exo. (7.74)
U1 U1 V2
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We introduce the coefficients of transmission P, and reflection R, as the ratio of the ampli-
tude of the transmitted, respectively, reflected wave to the amplitude of the incident wave.

£ E
0 p_ f0

R=22 =0
Eqo Eqo

(7.75)

Now, substitute the forms of the components of the electric and magnetic fields (7.72) and
(7.73) into the connection conditions (7.71). Replace the amplitudes of the magnetic field
according to (7.74) and finally, in these equations, introduce the coefficients R and P using
the definitions (7.75). Denote the coefficients R and P for the coefficients of transmission
and reflection for polarization in the plane of incidence and R; and P, for the coefficients
for polarization perpendicular to the plane of incidence. After a series of these operations, we
obtain these equations:

(=1 + R)j) cos)y = —Pcos ¥z, 1+R, =Py,
81(1+R”)Sin’l91 :€2PH sin s, 0=0,
1 1
0=0, —(1+ R))sinty = — P} sin s,
U1 V2
11 11 11 11
—— 1+ R =——P, ——(1 —=Ry)cost)y = ——P) cosVs. (7.76)
H1v1 M2 V2 M1 V1 H2 V2

We always get three equations for the respective coefficients R and P. We will show that
always two of the equations are the same and we are left with two independent equations for
the coefficients of transmission and reflection. Sines in the equations (7.76) can be eliminated

using Snell’s law,
sin 791 n9g

==, 7.77
sin 192 nq ( )
and we arrive at
&1 €9
f(l—l—R”):fPH, (1+R))= P,. (7.78)
ni no ni1v1 USX]
Write the relations between the constants v, n, €, and u:
1 1 1 1 11
T - O N S S O
v VER n c\lp n o c JIxy I

After substituting these relationships into equations (7.76) and (7.78), it will be shown that the
equations (7.78) are not independent (they are the same as the fourth equations in (7.76)).

7.4.3 Transmission and reflection coeflicients — Fresnel’s formulas

The final form of the equations (after eliminating dependent equations (7.78) and substituting
from (7.79)) for the coefficients of transmission and reflection for the respective polarizations is
as follows:

\/i(lJrRu):\/iQPH’ 1+R, =Py,
M1 M2

(1 = Ry) cosvy = P cos V2, ;—1(1 — Ry)cost = %Pl cosJg. (7.80)
1 )

We see that between the coefficients of transmission and reflection for polarization perpendicular
to the plane of incidence, we obtain the ”classical” relationship P = 1+ R, resulting from the
continuity condition at the interface — here, it is the continuity of the components of the electric
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field lying in the plane of the interface (the first of the connection conditions in (7.70)). In
contrast, for polarization in the plane of incidence, the continuity condition does not apply, and
the relationship between R and P is more complex. Solving the equations (7.80) we obtain

\/gcos W — \/>cos ) \/acos W — \/gcos )
= \/gcos ¥+ \Fcos 192 i \/gcos ¥+ \Fcos 192

51

Nam
This result represents the exact solution of the coefficients of transmission and reflection at the
interface of two non-conductive media resulting from Maxwell’s equations.

The quantity \/g is called the impedance Z,

P =

(1+RH) P =14+R,. (7.81)

7 —

g. (7.82)

For most materials, it holds that p1 = puo =~ pg. Therefore, we can write

n:xmwﬁm/&“:,/”‘)f (7.83)
Hr oy M

By substituting the previous expression into (7.81), we arrive at the so-called Fresnel formulas:

R N9 cos V1 — Ny cos Yy R n1 cos U1 — ng cos Vg (7.84)
I ng cos ¥y + nqcosdy’ n1 cos V1 + ng cos sy’

where, of course, only one of the angles is the parameter, the other is determined from Snell’s
law.

For normal incidence, 91 = 0, from Snell’s law we have ¢ = 0 and the Fresnel formulas
reduce to a simple form
ng —n

R=+=+ )
ny + ng

(7.85)
However, this result is quite peculiar. At normal incidence, the plane of incidence is not uniquely
defined, and both polarizations are completely equivalent. They should therefore give the same
results. The stumbling block is in the introduction of positive directions, see figure 7.16. For
the case of polarization in the plane of incidence for %#; — 0, vectors Ed and E, point in
opposite directions, while for polarization perpendicular to the plane of incidence, they still
point in the same direction (along the x axis). This situation points out the fact that for the
interpretation of Fresnel formulas, it is necessary to have information on how positive directions
were introduced. Their introduction then can change the signs of the R and P coefficients for
different polarizations. And as usual, the convention in the literature is not uniform. From
here on in the text, let’s change the positive direction of the vector E, for the case
of polarization in the plane of incidence to the opposite. This causes B — —R), so
from now on we work with the expression for R, which has the opposite sign than is stated in
(7.84), (for normal incidence thus consistently R = 1=12). The resulting forms of the Fresnel
formulas are then:

costH — ng cos
. Ry = 1SROLT T2CORT2 (7.86)
ny cos ¥y + ng cos vy n1 cos Y1 + ny cos o

11 €cos U9 — Ny cos ¥y

Ry =
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in the figure 7.17, the final positive directions of the electric field of the incident and reflected
wave necessary for interpreting the formulas (7.86) are drawn.

(a) The case of polarization in the plane of inci- (b) The case of polarization perpendicular to the
dence. plane of incidence.

Figure 7.17: Adjusted final positive directions of the electric field vectors E for each polarization of the
incident and reflected wave. The plane of incidence with the y and z axes is drawn.

The forms of the Fresnel formulas can be further simplified if we substitute for the refractive
index ny using Snell’s law,

sin 192
= i 7.87
= sin Yy ( )
Thus, we arrive at simple forms®
tg (V2 — V1) sin(d2 — 1)
Ry = ———, = —>. 7.88
I tg (92 + 01) = sin(02 + 91) (7.88)

The plots of these functions are shown in figures 7.18, where cases for ny < no and nq > no
are separated. Furthermore, we define reflectivity as R = R?, indicating what portion of the
intensity of the incident wave is reflected, I, = R Iq. The graphs of reflectivity are also shown
in figure 7.18. For angles ©; — 5 for the case n; < ng, reflectivity approaches one, and the
interface becomes a perfect mirror (similarly for 1 — ¥¢ for the case ny > ng). The value of
reflectivity differs depending on the polarization (except for 91 = 0 and 1 = 7, resp. U1 = J¢).
This causes that if unpolarized light falls on the interface, it becomes partially linearly polarized
after reflection.

7.4.4 Brewster’s Angle, Polarization by Reflection

Looking at the graphs of reflection coefficients, respectively reflectivity, we see that there is a
special value of the angle at which the polarization in the plane of incidence does not reflect at
all. This angle is called Brewster’s angle.

Let’s find the angle value for which the reflection coefficient is zero. If we considered nulli-
fying the numerator in the expressions for the reflection coefficient (whether for R or R} ), we
get the condition 97 = 5. However, this only occurs for ¢ = 99 = 0, and then R = % is
non-zero.

Another possibility is that the denominator becomes infinity. This situation can only occur

with the function tangent, tg (2 + 1) = 400, hence for a combination of angles

Dy + 9y = g (7.89)

5The form R, is obtained directly by using the sum formula, for the expression R) it is necessary to first use
the formula for the sine of a double angle and then the respective sum formula.
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this condition thus defines Brewster’s angle 91 = ¥ and says that at incidence under Brewster’s
angle, the directions of the reflected and refracted waves form a right angle, see figure 7.19.

A
1 14 o
e
> >
191 90° . 191
—1+ —14 °
(a) Reflection coefficients for reflection on a opti- (b) Reflection coefficients for reflection on a opti-
cally denser medium, i.e., the situation for n1 < ns. cally rarer medium, i.e., the situation for ns < n;.
For angles ¥ > Y¥¢ total reflection occurs.
AR AR
e e .
Ri /|
Ry
0 . - - 0 ¢ 4/ | >
0 A 0° I Y 90° 2t
(c) Reflectivities for reflection on a optically denser (d) Reflectivities for reflection on a optically rarer
medium, i.e., the situation for n1 < na. medium, i.e., the situation for nq > ns. For angles

¥ > 9¢ total reflection occurs.

Figure 7.18: Fresnel’s formulas. Graph of reflection coeflicients R and reflectivity R depending on the
angle of incidence 91 and polarization — in the plane of incidence R and R, perpendicular to the plane
of incidence R; and R, . In the images on the left, the situation is for n; < ns, on the right for ny > ns.
Brewster’s angle ¥ denotes the angle at which R =R = 0.
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Figure 7.19: A beam incident at Brewster’s angle ¥ p refracts such that the direction of the transmitted
and reflected waves forms a right angle. The reflected beam is linearly polarized perpendicular to the
plane of incidence, as the reflection coefficient R is zero.

By substituting into Snell’s law,

nysindg = ng sin (3—193), (7.90)
—_————
cosvp
we express
tgip = 2. (7.91)
ni

This equation has a solution for any combination of refractive indexes n; and ns — thus, for any
interface, there exists a Brewster’s angle.

The existence of Brewster’s angle can be utilized in several ways. If we let unpolarized
light fall under Brewster’s angle, the electric field oscillating in the plane of incidence does not
reflect, and we obtain light polarized perpendicular to the plane of incidence. This phenomenon
is called polarization by reflection. As already mentioned, at other angles, the light becomes
partially polarized. Furthermore, if we have linearly polarized light, we can let it fall under
Brewster’s angle in such a way that the polarization lies in the plane of incidence, in which
case no light is reflected and the interface is perfectly transparent — this phenomenon is called
Brewster’s window.
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Chapter 8

Interference and Diffraction

The linearity of Maxwell’s equations results in the principle of superposition — if we take any two
solutions of Maxwell’s equations, their linear combination is also a solution. However, energy
quantities are quadratic in fields — it does not hold that if we take the sum of solutions, we also
get the corresponding sum of energy quantities. An additional interference term appears, which
is responsible for the phenomenon of interference. In the following chapter, we will describe this
phenomenon using the example of Michelson’s interferometer and explore the conditions that
may prevent the observation of interference, i.e., cause the disappearance of the interference
term.

8.1 Michelson’s Interferometer

Michelson’s interferometer is illustrated and described in Figure 8.1.

mirror

light source mirror

——— detector

Figure 8.1: Michelson’s interferometer. A beam from a light source is split by a beam splitter into two,
reflects off mirrors, and then recombines to hit the detector. The path lengths of the individual beams
are denoted Iy, l5.

We will focus on a slightly more general and at the same time simpler arrangement illustrated
in Figure 8.2. The main change is replacing a single light source with a beam splitter directly
with two sources.
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detector

Figure 8.2: ”Pedagogical” interferometer. Two light sources are directed into the detector with mirrors
with path lengths [; and Is.

Let’s write down the electric fields generated by the individual light sources, assuming they
have the same angular frequency w:

Eq(t) = Eq cos(wt + ¢1), Ex(t) = Ey cos(wt + ¢2). (8.1)

For now, let’s assume that the phase shifts ¢; and @9 are constants. We have also written the
electric field as a scalar quantity — the phenomenon of polarization and the fact that the electric
field quantity is vectorial are not important for the subsequent discussion. The electric field at
a distance [ along the path of the respective beam can be written as a traveling wave

E(l,t) = Ecos(wt — kl + ¢). (8.2)
The wave hitting the detector is then the superposition of waves from the individual sources:
Ep(t) = E1(ly,t) + E2(l2, t) = Ey cos(wt — kly + ¢1) + E2 cos(wt — kla + ¢2). (8.3)

We are interested in the intensity measured by the detector with a resolution time t,o, > T.
Due to the periodicity of the wave Ep(t), it suffices to average over one period T":

Ip = (ED(t))trer = (ED(1))7
= (E? cos®(...)) + (Bycos®(...)) + 2E1 Ea{cos(wt — klj + ¢1) cos(wt — kly + ). (8.4)

Now denote 1
= §E§, E;=2I;, ie€{l,2}, (8.5)

thus expressing the intensities of the individual waves I; using amplitudes F; and vice versa

I;

(and ignoring the constant \/% , which only corresponds to a different choice of units). Also,

use the sum formula for the product of cosines in (8.4):

1 1
Ip=1L+L+4v 111 {2<COS(2wt — k(ll + lg) + 1 + g02> + §<COS(]€(Z1 — lg) + 1 — g02)>

After averaging, the resulting intensity hitting the detector is: (&)
Ip :I1+I2+2\/Ecos (k(l1 —l2)+<p1—<p2). (8.7)

The resulting intensity depends on the phase difference function Ay of the form
Ap =k(l1 —l2) + 1 — 2, (8.8)

which depends on the difference in paths of the individual beams. Depending on this difference,
we observe either constructive or destructive interference, the intensity can generally vary in
the interval

L+L—-2II =1 - V) <Ip(Ap) < (VI + VR =L+ I+ 2/ . (89)
For equal intensities of both sources, Iy = Iy = Iy, the expression simplifies to

Ip(Ap) = 2Ip(1 + cos Ap) € (0,4) 1. (8.10)
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8.1.1 Effect of Temporal and Spatial Coherence on the Visibility of Interfer-
ence

In the previous text, we considered the phase shifts ¢; and @92 to be constant. This is an
idealized state that never occurs in reality. Let’s consider that the phase shifts are functions
of time, ¢1(t) and @2(t), such that they remain almost constant over a time tyon > T — the
coherence time. After the coherence time has elapsed, the phase values randomly change. Recall
that for thermal sources of visible light, we have T~ 1045 and t, ~ 107 9s.

First, let’s see how the expressions calculated in the previous chapter change. The electric
fields emitted from the individual sources now take the form

ELQ(t) = ELQ COS(wt + QDLQ(t)). (811)
Along the beams, we then have traveling waves of the form

ELQ(ZLQ, t) = ELQ COS(wt — k‘ll,z + 801,2(tret1,2)), (8.12)
where we have expressed the phase functions at the respective retarded times

l l
tret1 =1 — i) treto =t — 2 (813)
C &

The interference part Iy of the intensity Ip hitting the detector (8.7), which resulted from
averaging over one period T, does not change, as during one period the phases 1 2(t) are
constant. However, the interference intensity will now be time-dependent with a time scale of
change tyon:

Iint (t) =2 11[2 COS (k‘(ll — lg) =+ Wl(tretl) — Y2 (tretQ))- (8.14)

The resulting intensity observed in the detector is given by
additional averaging of relation (8.14) over the instrument’s resolution time t,,:

ID(t) =L+ 1+ <Iint(t)>troz' (815)

Now we distinguish different situations and deal with how the averaged intensity Ip(t) from
relation (8.15) comes out.

1. Sources S; and Sy are spatially coherent.

Spatial coherence describes the relationships between light (electric) fields at different points
in space. We say that the fields at points P; and P» are spatially coherent if knowing the field
at point P; allows us to predict the field at point P, (and vice versa). If this is not the case,
we say that the sources are spatially incoherent.

If the light sources S; and Sy are spatially coherent, it will hold for the phase functions'
01(t) = p2(t) = (t). It should be noted that the spatial coherence of light sources is typically
ensured by splitting the beam from one source, as in Michelson’s interferometer. The phase
difference function A is thus now of the form

Ap=k(li —l)+p(t—4%) —p(t-2). (8.16)

We distinguish two cases:
(a) The difference in retarded times is less than the coherence time, |tret1 — tret2| < tron-
In such a case, the phase values at different (but close) times are the same, they cancel out in
the phase function, and the interference intensity will not be time-dependent — the interference
phenomenon will be constant and thus visible.

"More generally, ¢1(t) — @2(t) = const., with a known value of the constant on the right side. Here, for
simplicity, we choose the right side to be zero.
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This situation occurs for |1 — l3] < ctyon, because
I Iy 1
‘tretl_tret2| = t_?—t—f—? 22’11—12‘. (817)

The difference in paths of the individual beams must therefore be less than the distance light
travels during the coherence time. For tion, ~ 1079 s, we have |l1 — l2| < 30 cm.
(b) The difference in retarded times is greater than the coherence time, |tyet1 — tret2| > tkoh-
In this case, we are comparing phase shift values in different ”windows” of temporal coher-
ence, i.e., the phase managed to randomly change between times t,¢t1 and tyet2. We then have
a situation where the quantity

5@@) = @(tretl) - So(tret2) (8.18)

randomly changes on the time scale ti,. We must again distinguish two subcases:

(i) We have a "fast” instrument, i.e., t;o; < tikon. In such a case, we average a constant
in the expression for intensity (8.15), as the value dp remains unchanged during the averaging
time. A fast instrument, therefore, observes rapid changes in interference on the scale of ti,.

(ii) We have

a "slow” instrument, i.e., t;o;, > txon. Now, during the instrument’s resolution time, the
phase value d¢ changes many times randomly, evenly filling the interval of angles (0,27). Av-
eraging in intensity (8.15) causes the interference cosine to be nullified, and the interference
phenomenon will not be observable. The total intensity measured in the detector will be a
simple sum of the intensities of the individual beams, Ip = I + I5.

2. Sources S7 and S are not spatially coherent.

In such a case, knowing the field at source S; (and thus knowing the function ¢4 (t)) does
not allow determining the function ¢o(t). The difference dp(t) = @1 (tret1) — @2 (tret2) nOW also
randomly changes on the time scale tyo, (regardless of the size of the difference |l; — lo|, or
|tret1 — tret2|). Thus, the same case as in 1. (b) occurs, i.e., depending on the ”speed” of
the instrument, we either observe rapid changes in interference intensity or the observation of
interference is prevented.

In practical cases for optical phenomena, we only have "slow” instruments, and we can
therefore summarize the detailed discussion above into a simple rule: Incoherent waves (whether
temporally or spatially) do not interfere with each other, the resulting intensity is given by a
simple sum of the intensities of the individual waves.

This is also why the interference phenomenon is observed only under certain conditions in
everyday life. Light emitted by various light sources (or also by non-point light sources) is
spatially incoherent and thus we do not observe interference. On the other hand, we observe,
for example, interference on thin films (oil slick on water), where the path difference of the
individual beams is very small and thus the waves are temporally coherent.

8.2 Diffraction

Under the problem of diffraction, we will understand the arrangement in figure 8.3. A source of
light emits electromagnetic waves, which we allow to pass through an opaque barrier with an
aperture? and let the resulting wave hit a screen, where we observe so-called diffraction pattern,
by which we mean the distribution of wave intensity falling on the screen depending on the
position on the screen. Our task will be to predict the form of the diffraction pattern based on
the arrangement of the experiment.

2The aperture can have very various and very complex forms.

148



G diffraction pattern
[ J

light source

screen
barrier with aperture

Figure 8.3: Diffraction problem. Light falls on a barrier with an aperture and creates a diffraction pattern
on the screen.

8.2.1 Babinet’s Principle

To be able to grasp the problem of diffraction in any way, let’s look at how the opaque barrier
actually works. First, consider a full barrier without any aperture. Denote Edop as the field
falling from the left on the opaque barrier. This field interacts with the atoms forming the
barrier, and these atoms must emit a field Eind such that behind the barrier both fields
superimpose to zero: . ~

Edop + Eing = 0. (8.19)
I.e., by definition of an opaque barrier, the induced field must be such that it exactly cancels
the incident field in the area behind the barrier.

e
)

Figure 8.4: A full barrier must induce such a field that the total field behind the barrier is exactly zero.

Edop Edop +

Now conceptually divide the barrier into areas A and B, see figure 8.5. The induced field
Einq from the full barrier can be decomposed into induced fields from parts A and B (fields
from atoms forming part A and B):

Eind = Einaa + Enas- (8.20)

Figure 8.5: Barrier conceptually divided into two areas A and B.
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Now we decide to remove part B of the barrier. What will now be the field behind barrier
A, denote it E4?7 By removing part B, the induced field Ej,qp must disappear, and behind the
barrier, there will be a superposition of the following fields:

EA = Edop + EindA- (821)
Substituting the decomposition (8.20) into (8.19), we get the relation
Edop + EindA + EindB =0. (822)

Simply moving the term EindB to the other side of the equation gives us the answer to our
question:

Ex = —Eqas, (8.23)

meaning the field behind the barrier with the removed part B is exactly the same as if we only
allowed part B of the barrier to emit (except for the sign, but the resulting intensity does not
depend on the sign). See schematic figure 8.6. The equality (8.23) will greatly help us in solving
the problem of diffraction.

e
D)) p))))
L

(a) Field Ex = Egqp + Eipqa- (b) Field Eipqp-

Figure 8.6: Field behind the barrier shaped A (with aperture B), E4, is the same as the field emitted
by plug B, Eindp-

It is important to note that Babinet’s principle only applies approximately. Why is that?
Induced fields from parts of the barrier A and B influence each other. This means that after
removing part B of the barrier, the field Ejnga will necessarily change. See schematic figure 8.7.
This effect is most pronounced at the boundary between A and B, the disappearance of the field
EindB will cause the most significant changes in the radiation of atoms around the boundary
B. One of our assumptions will therefore be that the aperture B is sufficiently large compared
to the wavelength of the passing light, D > A\, where we denoted the size of the aperture as D.

Edop

S

Einga <+ Eiygs

Figure 8.7: The incident field Edop induces fields radiated from barriers A and B, Eind 4 and Eind B, and
these influence each other.
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8.2.2 Complementary Barriers

Barriers A and B, which complement each other to form a full barrier, are called complementary,
see figure 8.8. Let’s now look at how the diffraction patterns of these complementary barriers
will differ.

9

(a) A without B. (b) B without A.

Figure 8.8: Complementary barriers.

Starting from the already proven relation (8.23) and by adding a suitable zero, we modify
it:
EA = _EindB = _(EindB + Edop) + Edop = Edop - EBa (824)
where we denoted the field behind barrier B (without A), Edop + Eind B, as Ep. The relation
between fields for complementary barriers is thus

Ep = Egop — Ea. (8.25)

Babinet’s principle is then identified as the identity Es+Ep= Edop, i.e., that by superimposing
fields caused by the presence of barrier A, respectively B, we get the original field Edop in the
absence of any barrier.

The significance of the identity (8.25) is as follows. In places where the incident field is zero,
Edop = 0, it applies behind the barrier

Ep = —Ey, (8.26)

thus, the diffraction patterns from complementary screens are the same! (For clarity, we repeat
that intensity, as a quantity proportional to the square of the electric field, does not depend on
the signs.) Where the incident field is non-zero, there is interference between the incident field
and the diffraction field from barrier A. The situation is illustrated by the following example
with a laser beam falling on a screen. In the absence of any barrier, we observe on the screen
the field Edop itself as a shining dot, see figure 8.9.

laser Edop dot

Figure 8.9: The laser beam representing the incident field Edop creates a shining dot on the screen.
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If we now place barrier A in the path of the laser beam, we get the diffraction pattern E A,
see figure 8.10 (a). Now, if we place the complementary screen in the path, besides the original
shining dot, we observe exactly the same diffraction pattern, see figure 8.10 (b).

A
ﬁ Ea B}
laser  Eqop o laser Ejy,
i —— p
(a) Diffraction pattern E4 from barrier A. (b) Diffraction pattern Ep from barrier B.

Figure 8.10: Diffraction patterns from complementary barriers — for example, two narrow slits and the
corresponding complement. In the place on the screen outside the original shining dot, the patterns are
identical. In the place of the original dot, the field Ep is given by the interference of the pattern Ex
with the incident field Edop

8.2.3 Huygens-Fresnel Principle

Now we can proceed to the actual solution of the diffraction problem. For simplicity, we will
only consider the case of a very distant light source in the axis of the aperture in the barrier.
Because of this, a plane traveling electromagnetic wave falls perpendicularly on the barrier.

In the chapter about Babinet’s principle, we showed (see relation (8.23)), that the diffraction
pattern in the presence of barrier A (and thus the presence of an aperture at location B), E 4, 18
given only by the induced field emitted by fictitious charges at the location of the aperture B,
Eind p. Charges are oscillated by the incident wave and then emit spherical waves themselves.
Given that in the case of a full barrier the task has translational symmetry along the plane of
the barrier, the amplitude of the emitted waves must be the same at every point of the barrier.
The resulting field behind the barrier is then given by the superposition of spherical waves
emitted by fictitious charges at the location of the aperture B. These considerations lead us to
the following diffraction integral describing the field at point P behind the barrier:

Ep = E, / L it ds, (8.27)
BT

where B is the set of points forming the aperture in the barrier, dS is the area element in
the plane of the barrier, and r is the distance between the current area element and point P.
This distance both causes the amplitude of the emitted wave to decrease and the term —kr
determines the phase shift of the emitted wave at the location of point P. The amplitude E,
cannot be determined from our considerations. Therefore, our final prediction will be only the
relative distribution of intensities on the screen.

In the diffraction integral, we completely neglected that the radiation of charges is not
isotropic. Charges are oscillated in the plane of the barrier and will thus emit most strongly
in the direction perpendicular to this plane. We limit ourselves to stating that our diffraction
integral is valid only for such an area of the screen that is not too far from the perpendicular
passing through the aperture in the barrier.

Now, we introduce Cartesian coordinates (X,Y") in the plane of the barrier and (x,y) in the
plane of the screen as in figure 8.11. Denote the distance between the planes of the barrier and
the screen as L. The area element has the expression dS = dX dY.
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Figure 8.11: Introduction of Cartesian coordinates (X,Y") for the plane of the barrier and (z,y) for the
plane of the screen. The distance r is then the distance between points (X,Y") and (z,y), the distance R
is between the origin of the plane of the barrier and point (x,y) in the plane of the screen. The distance
between the parallel planes of the barrier and the screen is L.

The distance r in the diffraction integral (8.27) has the expression
r=r(z,y, X,Y), =L+ (X -—2)>+ (Y -y (8.28)

Thus, the diffraction task is generally solved (of course, with all the limitations that accompanied
our derivation). For a given aperture B, we can use the diffraction integral (8.27) to determine
the electric field E(w,y) on the screen and subsequently calculate the intensity distribution
I(z,y) = (E2(z,y)). Due to not knowing the amplitude Ey, we do not determine the absolute
distribution of intensity but only the relative one.

Finally, let’s explain the term Huygens-Fresnel principle. This principle says that points
of the aperture in the barrier are sources of spherical waves (Huygens’ principle) and the re-
sulting field behind the barrier is obtained as their superposition (Huygens-Fresnel principle).
Historically, this principle was postulated by Fresnel and directly leads to the diffraction inte-
gral (8.27). Here, we derived this integral (and thus the Huygens-Fresnel principle) based on
Babinet’s principle, the principle of superposition, and the study of radiation from oscillating
charges.

8.2.4 Fraunhofer Diffraction

The diffraction integral (8.27) is generally very complex to compute. Here, through a series of
approximations, we arrive at the simplest possible diffraction, which is the so-called Fraunhofer
diffraction.

Let’s now introduce the distance R, which indicates the distance of the location (z,y) on the
screen from the origin O of the plane of the barrier, once again see figure 8.11. The coordinate
expression of this distance is

R? = L 422 +¢* (8.29)
We see that this does not depend on the coordinates (X,Y’) and therefore from the perspective
of integration in the plane of the barrier, the distance R is constant. We will now want to
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express the distance r using the distance R and neglect some terms to simplify the expression
under the integral. Substituting for L? in the expression for r (8.28) from the expression for R
(8.29) we get

2 =R’ 4 (X —x)> — 2 + (Y —y)? — 4> (8.30)

By extracting the square root and extracting R, we obtain the sought expression for the rela-
tionship between distances r and R:

r:R\/1+(X_QC)Q_wQRJ;(Y_y)Q_yQ. (8.31)

Now, let’s approximate the square root using Taylor’s expansion to the first order, v/1 4+ x ~
1 + §; here, we must assume that the dimensions of the aperture in the barrier (ranges of
coordinates X and Y') and the size of the area on the screen where we observe the diffraction

pattern (ranges of coordinates z and y) are much smaller than the distance of the screen from
the barrier L (R in the denominator we estimated by the distance L):

(X% —2X2)+ (Y? —2Yy)
)

r~R <1 + (8.32)

Additionally, if the aperture in the barrier is sufficiently small, we can further neglect the
quadratic terms in the coordinates of the barrier X2 and Y2 compared to the linear terms 2X
and 2Y'y. What exactly is meant by ”sufficiently small” will be learned later when we derive the
so-called criterion for Fraunhofer diffraction. After neglecting the quadratic terms, we arrive at
the final approximation for the distance r in the form

Xx+Yy Xx+Yy
~R(1-22""J)\_p_ 22179
' ( R? ) R

If we approximated even a bit more, we would simply get r &~ R. Now, let’s substitute these ap-
proximations into the diffraction integral (8.27). Into the phase of the exponential, we substitute
the approximation (8.33) and for the amplitude decrease, we use the even rougher approximation
r = R. This leads us to the Fraunhofer diffraction integral:

(8.33)

. Ey . .
E(z,y) = ﬁoe“wt*’m) /B e R(X2 YY) g x gy (8.34)

Why did we use a rougher approximation for the amplitude than for the phase? The phase
is more important for the interference phenomenon than the amplitude — the phase decides
whether the interference will be constructive or destructive, whereas the amplitudes only decide
how much contrast there will be in the interference3. Additionally, the phase function involves
the wave number k = 27”, which is of the order of 107 m~! for optical wavelengths, meaning even
small phase differences are greatly amplified by the large wave number. The last addition is
that if we used the approximation 7 ~ R in the phase function, we would not get any non-trivial
interference at all.

Mathematical digression. Denote new variables v and v as

k k
— . 8.35
U x, v 7 Y ( )

and introduce the so-called characteristic function f(X,Y) of set B, f : R> — R, such that

1 for (X,Y)€B

HXY) = { 0 for (X,Y) ¢ B. (8.36)

31.e., how large will be the luminance difference between constructive and destructive interference.
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Then the integral in Fraun
hofer’s diffraction integral takes the form

E(u,v) x | f(X,Y)e®XY)gx dy. (8.37)
RQ

This is a 2D Fourier transform (compare with the 1D Fourier transform in section 3.2). From a
mathematical point of view, the electric field on the screen predicted by Fraunhofer diffraction is
given by the two-dimensional Fourier transform of the characteristic function f of the aperture
in the barrier.

Now, let’s derive the so-called criterion for Fraunhofer diffraction, i.e., under what circum-
stances we can confidently neglect the quadratic terms in the expression (8.32). If we did not
neglect them, there would appear an additional phase shift in the phase function of the form

X24+Y2

Ao =k
v 2R

(8.38)
If this additional term is to minimally affect the resulting interference pattern, it must hold*
Ay < 1. Express the wave number using the wavelength, k& = 27”, and introduce the diameter

D as the diameter of a thought circle into which the entire aperture B already fits, see figure
8.12.

Figure 8.12: Diameter D of a thought circle into which the entire aperture in the barrier B fits.

Now, we can use the estimates X 24v2< %Dz and L < R in the expression for the phase
shift (8.38):
2r X2 +Y?2  nD?
S 1 8.39
N 2rR “ax S (8.39)
We discard the numerical factor 7 (increasing it to one) and thus arrive at the final criterion
for Fraunhofer diffraction:

D2
L>—, D? < AL. (8.40)
The resulting criterion thus quantifies how far the screen must be, or how small the aperture in
the barrier must be, for us to confidently use Fraunhofer diffraction.

In the case that the criterion for Fraunhofer diffraction is not met, it is then referred to as
Fresnel diffraction. Likewise, we talk about Fresnel diffraction in the case that the light source
is not sufficiently far from the barrier with the aperture, so we cannot consider that plane waves
are falling on the barrier. We will not deal with this more complex diffraction here.

Finally, let’s look at the geometric meaning of the term w in the Fraunhofer integral.
Without loss of generality and for simplicity, let’s set Y,y = 0 and study the expression only in

4Thus, we made a certain argumentative shift. In the end, it is not as important how large the quadratic term
is compared to the linear one, but how much it contributes to the resulting phase shift, where a change in phase
by m represents the difference between constructive and destructive interference.
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the plane (z, z), respectively (X, Z). The situation is illustrated in figure 8.13. The main thing
is the introduction of angle 6, which represents the angle under which we see a given point on
the screen from the origin of the barrier, and the distance of the orthogonal projection [, again
see figure 8.13. Then the relation | = X sinf) = X% holds. The large distance of the screen
causes that the rays emanating from the origin of the barrier and from a point at distance X
are almost parallel and the difference in their lengths R — r is approximately equal to [. In the
Fraunhofer approximation, we thus imagine that all rays falling at a given point on the screen
emanate parallelly from

the corresponding points in the aperture B under angle § and the path differences are then
simply given by the orthogonal projection between the individual rays.

2 X A’
— X
r large
X 9 distance
R
B> 0
O L \ o Z, z

Figure 8.13: Geometric meaning of the phase function in Fraunhofer diffraction. The angle € can be

expressed as sinf) = . The distance [ is given as the size of the leg of the triangle formed by the

orthogonal projection from point X to the ray emanating from the origin of the barrier. The size of [

can be expressed as [ = X sinf = %

In the following sections, we will study applications of the Fraunhofer integral to several
basic shapes of the aperture in the barrier.

8.2.5 Young’s Experiment

Young’s experiment involves the study of diffraction at two rectangular slits. The main features
of this experiment are preserved even if we simplify the situation by replacing rectangular
openings with two point holes, see the schematic figure 8.14. The situation is further simplified
by studying the resulting diffraction pattern only along the z axis, i.e., for y = 0. It is, of
course, possible to calculate the entire situation with full preservation of the geometry of two

rectangular slits, see exercise example 11.7.

Figure 8.14: Young’s experiment on a double slit. For simplicity, we replace rectangular slits with point
holes.
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Fraunhofer’s integral (8.34) then changes to just a sum of two terms,
/ — > (8.41)
B 2 sources

where the source positions are Y =0 and X = j:%l, where d denotes the distance between point
holes in the barrier, see figure 8.15.
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Figure 8.15: Young’s experiment on a double slit.

Specifically, we get the following expression for the electric field along the x axis, E (x):

—

. Eo . . E, . kd
E(z) = ﬁoez(wt_km (e’%%m + e_’%%x> = ﬁoez(m_ka cos <R2$>

—

2Ey 1
= foe’(“’t*kR) cos <2kdsin 9> , (8.42)

where we introduced the angle 6 as in figure 8.13, i.e., as sinf) = %, see also figure 8.15. The
intensity observed on the screen will be

2 2
I(sinf) = ((Re E)?) = 4R£20(0082(wt — kR)) cos® (;kdsin 0) = QREQOCOSZ <;kdsin 6’) . (8.43)

The intensity obviously weakens with increasing distance from the screen as %, but the main

feature is the interference term given by the square of the cosine. Points where this cosine
reaches maxima are given by the condition

1
ikdsiné? =mmr, mEZL, (8.44)

and thus diffraction maxima are seen on the screen approximately under angles

sin 0,, = m%, m € Z. (8.45)

We see that the size of the ”bending” (i.e., how much the maximum is deviated from the direct
direction) is directly proportional to the wavelength A — the longer the wavelength, the more
light bends — and inversely proportional to the distance of the slits d — the closer the slits are,
the more maxima are distanced from the direct direction. The number m is called

the order of the maximum, and the maximum observable order is evidently given by the
following condition:

sinf <1 m— <1 m< —. (8.46)

Ul >
> Q.
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The course of intensity on the z axis on the screen is shown in figure 8.16 along with the
appropriately marked maxima.

YAV

¥
>
>

2X sin 0
d

Figure 8.16: The course of intensity on the x axis on the screen for two point sources depicted as a
function of the variable sin #. Intensity maxima are at points sinf,, = m%, m € Z.

If we are directly interested in the Cartesian coordinates of the diffraction maxima on the
screen, it is sufficient to express x from the definition sin = 3:

Ty = Ry siné, ~ Lm%, (8.47)

where, for simplicity, we considered maxima near the origin, where we can approximate R =
VL? + 22 =~ L. The distance between adjacent diffraction maxima on the screen is then

Az =Tpm1 — T =L i (8.48)

IS8

8.2.6 Diffraction Grating

The generalization of Young’s experiment is the case of a diffraction grating, where the number
of rectangular slits is generalized to any natural number N € N, N > 2. Again, we simplify
the situation by replacing finitely large rectangular slits with point holes, see figure 8.17. We
will study the intensity pattern only along the x axis. The distance between adjacent points is

again d.

Figure 8.17: Diffraction grating. Again, for simplicity, we consider point holes and intensity on the screen
along the = axis.

P
g —
e

We introduce coordinates in the plane of the barrier so that the first hole lies at the origin
and each subsequent one lies in the positive part of the X axis, i.e., at coordinates X; = jd,
j€{0,1,...,N — 1}, see figure 8.18.
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Figure 8.18: Introduction of coordinates for the case of a diffraction grating. Point holes lie at coordinates
X; =jd, j € {0,1,2,...,N — 1}. Distances from individual holes to a point on the screen are in
Fraunhofer’s approximation r; ~ R — jd.

Fraunhofer’s integral (8.34) is now, similarly to the case of Young’s experiment (see e.g.,
(8.42)), a sum of spherical waves over individual point holes:

—’ N-1 —" N—-1 .
E(SE) _ z (wt—kR) et % }; z(wt kR) <ei%xd)3 . (849)
=0 =0
We apply the formula for the sum of a finite geometric series,
N-1 N
-1
of =2 =, (8.50)
k=0 T

and suitably expand the resulting expression to eventually eliminate as many complex expo-
nentials as possible by conversion to trigonometric functions:

L i Nzd —ikgd —iENgd
Ba) = L0 gitor—kmy €8 T 1 @ TR e TR (8.51)
R ez%xd 1 e—z%x% e—z%Nacf
Then we just modify:
o kdN§ _ —izkdN ) (K d
7= Eo itk ¢’z PR idkd(N-1)% _ @ei(wtfka%kd(Nfl)%)SIH (zNz9)
cizkd% —z‘%kd% R sin (Ex;z)
(8.52)
The resulting intensity on the screen written using angle 6, sinf = %, is
2
. E2 (sin(3kNdsin6
=((ReE)*) = =% | — (21 : ) . (8.53)
2R sin (§k‘d sin 0)

Let’s now examine, just as with Young’s experiment, the location of diffraction maxima.
These are now determined by a zero denominator (but the intensity limit obviously comes out
finite). The denominator is zero under the condition

1
5kdsin9 =mm, mEZ. (8.54)
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This condition is exactly the same as in the case of the double slit! See condition (8.44). Thus,
we can adopt the results about the angular position of diffraction maxima (8.45), the number
of diffraction maxima (8.46), and the distance of maxima on the screen (8.48):

A

o (8.55)

sin,,, = m

3
IN
>1\ QL
P
]

1
h

So, how does the case of a diffraction grating differ from Young’s experiment with two slits?
Let’s look at the graph of intensity on the x axis on the screen in figure 8.19 for N = 10.
Diffraction maxima are narrower depending on the number of slits, this narrowing is illustrated
in figure 8.20.

2X sin 0
d

Wb g

Figure 8.19: The course of intensity on the = axis on the screen for a diffraction grating depicted as a
function of the variable sinf. Intensity maxima are at points sin,, = m%, m € 7Z. Here, specifically
shown for N = 10 slits.

The width of the diffraction maximum is defined for simplicity as the distance between
points where the intensity first reaches zero value around this maximum. These points are
given by the first zeros of the numerator in the intensity (8.53), where the denominator is also
non-zero. For the central maximum, we get:

1 . . 1A
ikNdsm Oy =+, sinfy = iﬁg (8.56)
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Figure 8.20: Width of diffraction maxima for different numbers of slits in the diffraction grating. The
position of the maxima remains the same, only their width changes inversely proportional to the number
of slits.

For the width of the maximum A(sin ), we have:

A(sinf) =sinf; —sinf_ = %3, Al ~ %%, (8.57)
where we approximated sinf = 6.

Diffraction gratings are often used as spectrometers. The angles at which we observe diffrac-
tion maxima (except for the central maximum) depend on the wavelength of light. Therefore,
if light composed of multiple wavelengths hits the diffraction grating, the maxima for different
wavelengths will be displayed at different points on the screen. On the screen, we can deter-
mine from which wavelengths the light hitting the diffraction grating is composed — we can thus
determine its spectrum.

However, we must not forget that the diffraction maxima have a finite width. Therefore,
if the spectrum contains wavelengths that are too close to each other, we will not be able to
distinguish them on the screen. A simple criterion for the resolving power of the grating is such
that the distance between the diffraction maxima corresponding to different wavelengths must
be greater than the width of these diffraction maxima. The position of the diffraction maxima
for two wavelengths A1 and s is

A
sinf; = mjl, sinfy = mi (8.58)
We want the distance between the maxima to be greater than the width of these maxima:
)\1 )\2 2\ )\1 + )\2
where for the width of the maxima, we chose for simplicity the average wavelength A = ’“LQ’\Q
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8.2.7 Slit of finite width

The last application of the Fraunhofer integral, which we will look at in detail, is diffraction on
a single rectangular slit, see the schematic figure 8.21 on the left.

'ed

b
2

/ X
ﬂ ~5| Tols
/ E
2
(a) Rectangular slit. (b) Coordinates of the rectangle in the barrier

plane.

Figure 8.21: Diffraction on a rectangular slit with dimensions a x b.

By direct application of the Fraunhofer integral (8.34), where the coordinate expression of
the rectangular slit B is shown in the figure 8.21 on the right, we show:

a/2  rb/2 a/2 b/2
E(ZL‘,y) x / ez%(:cX-f—yY) dX dY = / ez%deX / e’%yde
—a/2J—b/2 —a/2 —b/2

a/2 b/2 c(ka ) we (kb
| L ikex L ikyy _ o (£5%) sin (539)
ik iﬁy L Ey
R —a/2 L'R —b/2 R R
in (Lkal in (LkpL
—ab s1n1(2 ZR) ) Mnl(z R)' (8.60)
shag 3kb%

Since we cannot determine the amplitude Ey in the diffraction integral, we limited ourselves only
to the calculation of the actual (phase) integral. If we are further only interested in the behavior
of the electric field and intensity on the axis z (i.e., we consider y = 0), we get expressions

in (1kdsin @ in (Ledsing)\’
B(o,0) o SERASO) o (S (zhdsing) ) (8.61)
ikdsmﬂ §kds1n0

where we denoted by d = a the width of the slit in the direction of the axis x and again
introduced the angle 6 as sin = %. The intensity function (in the variable sin is no longer
periodic but has the form of the function (Sigu

on the axis z is shown in the figure 8.22.

)2, where u = $kdsin6). The graph of intensity
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Figure 8.22: Intensity profile on the axis x on the screen for a slit of width depicted as a function of the
variable sin §. The position of the minima is at points sin 8, = m%, m € Z\ {0}.

The width of the central maximum is given by the distance of the first zeros of intensity,
ie.,
%k‘d sinfy = +m, A(sinf) = sinf; —sinf_ = %, A ~ % (8.62)
The angular size of the main maximum A# is also referred to as the size of the angular divergence
of the beam. Once the propagation of the electromagnetic wave is limited by an aperture of
some size, diffraction occurs at this aperture and the beam behind the aperture does not remain
the same size but expands at a rate given by the corresponding angular divergence. Examples
of limitations include the finite size of the output aperture of a laser system, the finite size of a
telescope lens, etc. In other words, precise “parallelism” of a spatially limited beam cannot be
achieved, but it will always diver

ge due to diffraction.

Let’s look at the position of the minima next. These positions are given by the zeros of the
numerator, i.e.,

1
ikd sinf =mm, meZ\{0}, (8.63)

which is again the same condition as in the case of Young’s experiment or a diffraction grating
(only now it’s about minima instead of maxima), i.e., the same relationships apply,

A
sin 6,,, = m—

8.64
- , (564

d A
< — Ax = L—
mi)\, T 7

for the position of minima, the number of visible minima, and the distance of minima on the
screen.

8.2.8 Diffraction on a circular aperture

Naturally, we may ask, what will diffraction on a circular aperture look like? Since the aperture
has rotational symmetry, we expect the diffraction pattern to have the same symmetry.

163



e
e

Figure 8.23: Diffraction on a circular aperture.

When calculating the diffraction pattern, it seems advantageous not to introduce Cartesian
coordinates X,Y and z,y into the barrier and screen plane, but polar coordinates p, ¢ and
r, . From the symmetry of the problem, then the resulting intensity will only depend on the
coordinate r, I(r). Unfortunately, despite the apparent simplicity of this problem, the resulting
diffraction integral leads to special functions called Bessel functions J,,(z), n € Ng. The resulting
diffraction intensity has the form

Jl(ékdsin9)>2 (5.65)

I(sin@
(sin )O(< %kdsin&

T T

where d is the diameter of the aperture and sin = & . Bessel functions can be defined

R~ Vi*t2
by integrals
1 vy
Jn(z) = / cos(nu — zsinu) du. (8.66)
T Jo

The shape of the function I(sin ) is illustrated in the figure 8.24. The central maximum, which
is defined by the positions of the first zero points of intensity I, is determined by the first zero
of the function Ji(z) for x > 0. The value of x cannot be analytically calculated, so we express
it in the form x = am, where a &~ 1.22. Then the positions of the first minima on the screen

will be at positions
A
sinf) = :I:oza. (8.67)
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Figure 8.24: The shape of the function I(sin) for diffraction on a circular aperture — depicted in black.
For comparison, the course of the function I(sin®) for a (rectangular) slit of width d is shown in gray.
The central maximum for the circular aperture is slightly wider than for the slit.
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8.2.9 Influence of coherence on the visibility of the diffraction pattern

Now let’s address the question of what can prevent the observation of the diffraction phe-
nomenon. Since diffraction is an interference phenomenon, the coherence of the light source
that causes diffraction will affect its visibility.

Diffraction is caused by path differences (and thus induced phase differences) of waves orig-
inating at the aperture in the barrier and hitting a specific spot on the screen. If we illuminate
the barrier with a point source of light with a coherence time ty.p,, then the difference in paths
of the individual beams must be much less than cty,,. At the end of

the chapter 8.2.4 on Fraunhofer diffraction, we showed that the path difference is of the
size dsinf, where d is the size of the aperture in the barrier. For thermal sources, we have
tkon ~ 10795, and thus ctyon ~ 30cm. Therefore, the temporal coherence of thermal sources
will not be a problem for apertures in the barrier much smaller than 30 centimeters. Otherwise,
the contrast of the interference pattern and thus the visibility of diffraction will decrease.

What about in the case of a non-point light source? In a thermal non-point source, its
individual points are sources of spatially incoherent waves — based on the knowledge of the
wave emitted from one point of the source, we cannot predict the wave coming out of another
place of the source. As a simple example, consider a non-point light source consisting of three
discrete point sources as in figure 8.25.

light sources

aperture

Figure 8.25: Non-point light source formed by points A, B, and C. Points A and B are placed on the axis
of the aperture perpendicular to the barrier (and screen). Point C, on the other hand, is displaced off-
axis. On the screen, the diffraction patterns from individual sources A, B, and C' are then schematically
depicted.

In the section on the influence of coherence on the visibility of interference, we showed that
incoherent waves do not interfere with each other — thus, the intensities from individual waves
simply add up. So, the patterns from sources A and B will simply overlap, and the interference
pattern will remain unchanged (see schematic graphs on the screen in figure 8.25). It remains
now to determine what the diffraction pattern from source C' — that is, the source transversely
displaced off the axis of the aperture in the barrier — will look like. We have not yet considered
this situation — we always took plane waves falling perpendicularly on the barrier.

Fortunately, the answer is relatively simple. In such a case, the main diffraction maximum
will be displaced off the axis of the aperture so that the line passing through source C' and the
maximum on the screen goes through the center of the aperture in the barrier, see figure 8.26.
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Figure 8.26: Paths of the extreme rays coming from source C' hitting one spot on the screen. The lengths
of these rays are s; + r1 and so + r5. Constructive interference occurs where these paths equal. In this
case, it also holds that ss — s1 = ro —ry =1 = dsin, where d is the size of the aperture.

Displacement of the source off the axis of the aperture in the barrier thus causes a displace-
ment of the diffraction pattern on the screen. The superposition of diffraction patterns from
very close sources A and C' will appear as a blurring of the diffraction pattern caused only
by source A. A continuously distributed (non-point) light source will then create an infinite
superposition of non-interfering diffraction patterns on the screen — this superposition will ap-
pear as a blurring of the original diffraction pattern. If the size of the light source is so large
that the position of the main diffraction maxima from the extreme points of the light source
reaches the diffraction maxima of the first order from the central points of the light source, the
diffraction pattern will completely disappear. The previous sentence will serve as a criterion
for determining the limit of the size of the light source so that the blurring of the diffraction
pattern is not too great. Let’s look at figure 8.27, where we introduce the necessary geometric
quantities.

light source <] 1% order

- d ’./.‘/‘./_‘
""" Ilv Aﬁl‘\,\,\%’///)Ae < Oth order

Figure 8.27: We counsider a light source just wide enough s at a distance L, from the barrier (with angular
size AW) that causes the overlap of the zeroth-order maximum from the edge points of the source with
the first-order maximum from the central points of the source.

Quantitatively, the requirement for sufficient unblurredness is written as

5.69)

The distance of interference maxima for a point light source is Af = % and for small Ad we can
write At ~ Lis We can then get different forms of inequality (8.68) depending on the specific
application:
A A A
Lis < resp. 5 <K Ly L resp. d< AJ (8.69)
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Finally, let’s give a small example. The angular size of the Sun in the sky is about A9 = 30'.
Considering that the dominant wavelength in visible light is A = 600 nm, then the above criterion
gives d < 70 um. Thus, to be able to observe the diffraction of sunlight, it would have to pass
through apertures smaller than 70 gm j 0.1 mm!
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Chapter 9

*Geometric Optics

9.1 *Transition from wave optics to geometric optics

The concepts we have worked with so far — in wave optics — were, for example: wave, amplitude,
wavefront, interference. In contrast, in geometric optics, the main concept is the ray. Our
main task will therefore be to introduce this concept — for this, we will have to make some
approximations, which will mean that geometric optics will only be an approximate theory of
light propagation. We will see that our approximation will require A — 0, thus in geometric
optics, among other things, we completely neglect diffraction phenomena, which are directly
proportional to the wavelength .
In the chapter on plane electromagnetic waves, we showed that the individual components
of the electric and magnetic field are governed by the wave equation:
02
o2
Let’s generally decompose the wave (7, t) solving the wave equation (9.1) into an ”amplitude”
function A(7,t) and a phase function ¢(7,t) as

(7 t) = A(F,t) D), (9.2)

Without additional assumptions, this decomposition is completely ambiguous. We will therefore
require that the amplitude function A changes only very slowly over distances of the order of
A. In contrast, the phase function ¢ will change very rapidly — by a value of 27 over a distance
of A.

Now we want to find, among other things, the so-called local propagation directions indicating
in which direction the wave propagates at each point in space. In the case of a plane traveling
harmonic wave, the situation is simple — the direction of propagation is the same everywhere
in space and given by the wave vector E, which is also perpendicular to the plane wavefronts
(surfaces of constant phase) everywhere in space — in this case, we can talk about a global wave
vector k. Local directions for a general wavefront are obtained by approximating individual
small parts of the wavefront with a plane and by comparing it with the corresponding equivalent
plane traveling wave, we determine the corresponding local quantities.

Therefore, let’s expand the phase function (7, t) to the first order of Taylor’s expansion in
variables 7 and ¢ around the point 7o at time to:

=v?Ay, € {E;,B;}. (9.1)

. O¢( 7“0,750 O0¢(70, to)
o(7, 1) = (7, t +Z; o] —x]0)+W(t—to)+...
. . IR 0p(7p,t
= (79, to) + grad (7, to) - (F — 70) + 4,0(2(10)@ —tp) + ... (9.3)
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We see that in the first order, we can write the phase function as
p(F,t) = po + k- (F = ) — w(t — to), (9.4)

where

- 8()0
k = grad ¢, w——at.
By expanding the phase function ¢(7, t) to the first order of Taylor’s polynomial around the point
(70, t0), we replaced the general wavefront defined by the equation ¢(7,t) = const. around the
point 7y at time tg with a plane traveling wave, see schematic figure 9.1. The vector field l;(f’, t),
or scalar field w(7, t), we call local wave vector, or local angular frequency, respectively. Naturally,
the local wave vector k defines the local wave number k(7,t) = |k(7,t)|, local wavelength \(7,t) =

(9.5)

% and the local direction of propagation 7i(7,t) = ]]zg’g Similarly, we can define the so-
called local propagation speed v(7,t) = %, or its vector form by adding the direction of

propagation #(7,t) = v(F,t) i(7,t). Since the vector k is given as the gradient of the phase
function, k = grad ¢, it is perpendicular to the wavefronts due to the property of the gradient;
the same applies to the local speed ¥, as it is just a multiple of the wave vector, ¥ x k.

wavefront
@(Fa t()) =C

tangent plane
to wavefront

at point P

Figure 9.1: Replacement of the precise wavefront at time ¢y with a plane at point P (whose position is
described by vector 7).

Rays, the central concept of geometric optics, are defined as curves 7(¢) : R — R? satisfying
the differential equation
dr(t)
dt
where on the right appears the local propagation speed at the current location of the "end” of
the ray. This equation is simply an expression of the requirement that the speed of the ray Z—’:
is equal to the local propagation speed ¥ at each point. Curves whose derivative equals a given
vector field are generally called integral curves (of the given vector field) in mathematics. Since
the speed ¥ is perpendicular to the wavefronts everywhere, the rays are also perpendicular to the
wavefronts they pass through at every point. The course of the rays relative to the wavefronts
is schematically shown in figure 9.2.

= 0(7(t), 1), (9.6)
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wavefronts p(7) = C

ray 7(t)

Figure 9.2: A ray as an integral curve of the vector field v, or k. Since the vector k = grad ¢ is
perpendicular to the wavefronts everywhere, the rays are also perpendicular to the wavefronts.

Purely based on the knowledge of the phase function ¢(7,t), we were able to define local
wave quantities and from them derive the paths of rays in the given wave. Now we need to find
a differential equation that will determine the phase function. We defined the phase function as
part of the "total” wave (7, t) satisfying the wave equation (9.1) according to the ansatz (9.2).
Let’s first calculate the individual derivatives of this ansatz occurring in the wave equation:

oy [0A 0y

E%_[&+A8t]e ’ &)
0?1 0?A 0A Dy 0% Op :

— = 22— —+iA— —A g .
o o T T o <6t> “ (08)

and analogously for spatial derivatives we get
3
0%A 0A Oy 0% dy »
Ay = 25— — +iA— — A v, .

v ; 022 " ow; 0w; a2 (833]) ¢ (9:9)

Now we want to estimate the magnitudes of individual terms in the derivatives (9.8) and (9.9)
based on approximations resulting from both the slow change of the amplitude function A and
from the approximation of geometric optics, when we consider A — 0 (and thus k = 27” — +00,
w = vk — 400). According to (9.5), the first spatial derivatives of ¢ are proportional to the
first power of the wave number k size, and the first time derivative of ¢ as well (since w is
directly proportional to k):

e 1 d¢ 1 dp ? 2 dp 2 2
— — — — . .1
:c,-(xk’ tock:, 2, x k=, : x k (9.10)

The amplitude and its derivatives do not significantly change with the change in wavelength,
SO we can write

%ocko,

0 -
Axk’, oz, 8toc

5z © KO, (9.11)

What about the second derivatives of the phase function? These represent the change in the
wave vector in space and the change in angular frequency over time. We also assume that these
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change slowly and the magnitude of their change does not scale with the size k, so we can
consider o o2
o, B
Ox; ot
In the limit £ — 400, then only terms with the highest power of k£ will remain in the derivatives
(9.8) and (9.9) — these are precisely the quadratic terms of the first derivatives, which are
proportional to k2. From the wave equation then in the approximation of geometric optics only

remains
2p\* _ 223 ¢ \?

This equation is called the eikonal equation. In this text, let’s further consider that everywhere
in space we have a monochromatic wave with angular frequency wy, thus

o KO, (9.12)

7t
_90 ) _ (7 4) = wo = comst. (9.14)
ot
If we solve this simple differential equation, we get the following form of the phase function:
p(7,t) = —wot + o (), (9.15)

where the function o(7) emerged as an integration constant when integrating over time. In
the phase function, we have separated the dependence on time and space, and the temporal
dependence is very trivial. Substituting into the eikonal equation (9.13) we get

3 2 2
90" _ wo
> (8%) =3 (9.16)

j=1

This equation we may call the time-independent eikonal equation. If we look into the definition
of local quantities (9.5) (and below in the text) and substitute the form of the phase function
(9.15) we find out that for monochromatic waves all local quantities are constant in time and
only depend on spatial coordinates:

- 2

k(r) = grad @ (T), w = wo, A7) = =,
() = grad po(7) 0 (™) )

We will look at the significance and solution of the (time-independent) eikonal equation after
an important generalization in the following section.

ete. (9.17)

9.2 *Inhomogeneous Media

So far, our results are not very interesting, since we have so far only considered homogeneous
media, where the phase velocity v and therefore the refractive index n = ¢ are constant.

Let’s therefore consider a medium where the refractive index varies in space — n(7). Since

n & /e, = %, we thus have a variable permittivity in space as well — (7). How will these
new assumptions change the derivations we have made so far?

Let’s return to the derivation of the wave equation for the electric field E from the chapter
6.1 on electromagnetic waves. Gauss’s law for non-constant permittivity € in a medium without

free charges has the form:
. . . . 1 .
0 =div(eE) =edivE + (grade) - E = divE = —g(grad e)-E. (9.18)
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When calculating the double curl of the electric field E (6.3), the term graddivE does not
disappear:

- - - 1 . -
rotrotE = grad divEk —AE = —grad <(grad £) - E) — AFE. (9.19)
N’ g
£0

The resulting wave equation for the electric field then takes a modified form compared to (6.5):

O’E . 1 .
o AFE = grad (5 grade - E) . (9.20)
How will the additional term manifest when deriving the eikonal equation? Fortunately, not at
all. The term on the right side of the modified wave equation (9.20) contains zeroth, or first,
spatial derivatives of the components of the electric field — E; and gTE;' These are proportional

to at most the first power of the local wave number k: k'. In the limit of geometric optics,
when A — 0 and thus kK — 400, only terms that we have already retained in the original eikonal
equation (9.16), i.e., terms proportional to k2, will prevail. The eikonal equation thus remains
the same, the only thing that appears additionally is the dependence of the refractive index on
position:

3 2 wg
> (g‘;j) = Zn(7). (9.21)

j=1

The local propagation speed (local phase velocity) v is now variable — it can be different at
every point in space — v(7):
. c
v(F) = —.
(™) )
Equation (9.21) can be written in a more geometric manner. On its left side appears the square
of the magnitude of the gradient of the phase function ¢y, so we can write:

(9.22)

wo
lgrad po| = e (9.23)
The rate of growth of the phase function ¢o(7) is therefore determined at each point in space by
the reciprocal value of the instantaneous phase velocity v(7). How to imagine the solution of the
eikonal equation (9.23)? And how do we find the course of specific rays from the resulting phase
function ¢o(7)? We will perform the solution in several steps (which can also be schematically
followed in figure 9.3):

1. First, we need to choose an initial wavefront po(7) = C' = const. — i.e., we select points
in space (forming a surface) and assign them an arbitrary initial phase value C. The
simplest choices are, for example, a plane or a spherical surface. At each point of this
surface, we construct unit normal vectors 77 — these will represent the directions of the
greatest growth of the phase function ¢y. The magnitude of this growth is prescribed by
the eikonal equation (9.23).

2. Now I want to get the "next” wavefront defined by the condition ¢o(7) = C' + dC — i.e.,
look at what the super-surface with the phase infinitesimally increased by the value dC
will look like. Since the magnitude of the gradient indicates the magnitude of growth of a
given function along the normal vector from the given isosurface, it is necessary to move
by a distance given by a simple equation |grad ¢o| dl = dC|, thus by a distance

dC v

—dC, (9.24)

dl = ——— =
lgrad o]  wo
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where in the second equality we substituted from the eikonal equation. In this way
(by infinitesimally increasing the constant C' and gradually constructing wavefronts), I
"develop” the phase function (7). This process is schematically shown in two steps in
figure 9.3. This construction actually represents Huygens’s construction of wavefronts,
where every point of the ”current” wavefront becomes a source of secondary spherical
waves, whose common boundary forms a new wavefront.

wavelronts

ray

0o(F) = C + 2dC

@o(r) =C o(F) = C +dC

Figure 9.3: Solving the eikonal equation. Bold on the left is the initial super-surface @o(7¥) = C.

Perpendicular to it are shown the black unit normal vectors. Further wavefronts with the phase value

infinitesimally increased by multiples of dC' are obtained by moving in the direction of normal vectors
dc

by a distance dl = Terad pg] = wLodC. The rays are then given as curves everywhere perpendicular to the

found wavefronts.

3. Rays 7(t) we defined as curves satisfying the differential equation (9.6), % = 7. Now just

substitute for the speed:

2 2
== U—grad ©0, (9.25)
wo wo

<y
I
S
Si
I
S

IS

thus using the phase function () we find the rays as solutions to the differential equation

ar 2
— = — d vg. 9.26
dt wo gracvo ( )

Let’s finally look at the above-described method of solving the eikonal equation on a specific
case, which is described in figure 9.4.
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wavefronts

ray

Figure 9.4: An example of a qualitative solution of the eikonal equation for an initial plane super-
surface and an environment in which the refractive index m increases from top to bottom. Such an
inhomogeneous environment causes the wavefronts (and thus the rays) to turn downwards. A simple
realization of such an environment is a container with water, where salt is dissolved at the bottom. The
highest concentration of salt is at the bottom and gradually decreases towards the surface. The gradient
of salt concentration causes a variable refractive index — the highest salt concentration corresponds to
the highest refractive index and vice versa.

9.3 *Fermat’s Principle

The eikonal equation allowed us to find the phase function ¢g, from which we could then
determine the paths of rays as curves perpendicular to the wavefronts. Fermat’s principle, on
the other hand, postulates that the actual paths of rays are such that they extremize the so-
called optical path between given end points. Let’s now formulate this principle more precisely.
Consider two points in space P; and P, and we are interested in what the trajectory of the ray
passing between these points will look like.

Py

@,
P,

Figure 9.5: What trajectory will the ray follow from point P; to point P»?

Generally, a ray is a curve () : R — R3, where the parameter o lies in the interval (o1, o)
and for the end points of the curve it is true

o) =P, (o) = Pa. (9.27)

The optical path of the ray is the length of the ray weighted by the refractive index through
which the ray passes. If we had a homogeneous medium with a constant refractive index and the
length of the ray [, then the optical path s is simply s = n -[. In the case of an inhomogeneous
medium, where the refractive index is a function of spatial variables, n(7), it is necessary to
integrate

Py
s:/ ndl. (9.28)

Py

For each curve 7(¢), we can calculate its optical path s and get the so-called functional S[7(c)] =
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s, which is a mapping from the space of all curves connecting points P, and P» into real numbers:

S[F(o)] = / "l = /U " (7 {0)) ;L:

Py 1

do, (9.29)

where in the second equality we used the definition of the line integral!. Fermat’s principle then
states that the actual path of the ray is such that among all other rays it has a minimum value
of the optical path. In the language of variational calculus, the actual trajectory of the ray is
such that the variation of the optical path is zero:

2
55 = 5/ ndl = 0. (9.30)
1

If we were to substitute the definition of the refractive index n = ¢ into the functional of the
optical path, we would arrive at the fact that, equivalently, actual trajectories minimize the
time that the ray needs to travel between points P, and Ps:

2 2dl 2
S:/ ndl:c/ — :c/ dt. (9.31)
1 1 v 1

Fermat’s principle (9.30) is nothing other than Hamilton’s principle?, known from La-
grangian mechanics. From the expanded form of the optical path functional (9.29), we can
deduce the form of the so-called optical Lagrangian:

L(7,7) = n(7) |71, (9-32)
where under the symbol 7 we understand 3—5 . The actual path of the ray is then given by
Euler-Lagrange equations, %( %) — % = 0, which for the optical Lagrangian take the form

d( 7 :

— | n— | = |F] grad n. (9.33)
ar \"|F

The functional S (9.29) is so-called invariant with respect to reparametrization — the resulting

optical path is determined only by the trajectory of the ray and is not influenced by the specific

parametrization of the curve 7(c)3. The resulting differential equation (9.33) for the path of

!The integral of a scalar function f : R* — R along a curve [ given as 7(¢) : R — R® with end points (1) = P1
dr(o)

and 7(o2) = P, is defined as:
2 oo ~ (O'
[ ra= [ rwon| T

where the integral on the right is now a standard one-dimensional Riemann integral.
2Hamilton’s principle states that a physical system evolves along such paths that extremize the action func-
tional

do,

t2
S = L(qj(t)7QJ(t)7t) dt» 0S = 0.
t1
The function L is called the Lagrangian of the given system. In geometric optics, time ¢t does not appear as an
independent variable but rather the curve parameter o.
3This is an implicit property of the definition of the line integral, but it can also be shown explicitly. Consider
the original curve 7(c) and its reparametrization R(k) = 7#(c(k)) given by the function o(x) : R — R, where

= [ ntdio)

R(K1,2) = P172 and 01,2 = 0’(/1172). Then it holds
K1

/J (i) i

dr

dr

do

do (k)
dkK

ar
do

do(k) , [ o
Ik d/-af/ n(R(k))

K1

do = dk dk.

oc=o0(k),do =
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the ray can then be simplified by choosing a suitable parametrization, for example, by choosing
so-called parametrization by path |r] = 1:

% (n . F) = gradn. (9.34)

What is the relationship between the formulation of geometric optics through the eikonal
equation and through Fermat’s principle? These formulations provide identical predictions
regarding the trajectories of rays®. The eikonal equation also predicts the temporal course of
light along the trajectory of the ray. This information is technically not provided by Fermat’s
principle due to reparametrization invariance, however, the temporal dependence can be easily
calculated once the trajectory is known. This statement regarding the equivalence of two
formulations of geometric optics is not at all obvious at first glance and we will not delve
into it in detail®.

From Fermat’s principle, 5 rules of ray behavior in geometric optics easily follow:

1. In a homogeneous medium, light propagates in a straight line. This fact immediately
follows from equation (9.34) for n = const. the relation 7 = const. or from Fermat’s
principle the constant refractive index can be factored out, ffndl =n ff dl and the
shortest connection between two points is a straight line.

2. The principle of the independence of ray paths applies — rays do not interact with each
other. Fermat’s principle obviously does not include the interaction of different rays.

3. The principle of reversibility of ray paths applies. The value of the functional S does not
depend on the direction of integration, f12 ndl = f; ndl and thus rays are an extremum
of the functional in both direct and reverse directions.

4. The law of reflection applies. Consider the class of rays shown in figure 9.6. The total
length of the ray is I(z) = VA2 + 22 + \/h2 + (I — z)? (the optical path is simply s(z) =
n - Il(x)). The requirement of extremization, dld(f) = 0, leads to the condition z =

thus also the equality of angles of incidence and reflection.

and

L
2

Py » P

T O 1 T T l Vl’
Figure 9.6: Class of rays for deriving the law of reflection from Fermat’s principle. From the first rule
of ray behavior, the resulting ray must consist of two segments. The parameter z € R determines the
position of reflection on the plane interface. The perpendicular distances of points P; and P, from the
interface are h.

5. The law of refraction applies. Now consider the class of rays shown in figure 9.7. Here we

must consider the optical path of the ray directly: s(z) = ni\/h? + 224n2\/h3 + (I — z)2.

40f course, assuming the setting of corresponding initial, or boundary, conditions.
5Very roughly speaking, solving the eikonal equation is equivalent to Huygens’s construction of wavefronts
(and rays) and Huygens’s construction implicitly creates rays so that their paths extremize the propagation time.
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dfi(f) = 0 leads to the equation

The extremization condition

x l—x
N————— = Nyg——F————.
Rt a2 B+ (- a)?

The fractions are direct expressions of the sines of the angle of incidence and refraction,
nq sin 67 = ngy sin 5.

(9.35)

Figure 9.7: Class of rays for deriving the law of refraction from Fermat’s principle. From the first rule
of ray behavior, the resulting ray must consist of two segments. The parameter z € R determines the
position of the ray’s transition from one medium to another on the plane interface. The perpendicular
distances of points P; and P, from the interface are h; and hs.
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Chapter 10

Limits of Classical Physics

In previous chapters, we have thoroughly addressed wave phenomena and the theory of elec-
tromagnetic waves, and we have thus managed to explain a number of physical phenomena.
Now, we will look at several cases where the wave character of light cannot explain the results
of experimental observations. To resolve these discrepancies, it will be necessary to postulate
the so-called quantum hypothesis — that the energy of certain systems under certain conditions
cannot assume a continuum of values, but only discretely separated levels. In a figurative sense,
this leads us back to the particle character of light, where light is composed of a stream of
particles, called photons. However, the purely particle character of light cannot explain the
interference phenomena we dealt with in previous chapters. This contradiction is resolved by
adopting the so-called wave-particle duality, where a physical field or particle can simultane-
ously have the characteristics of both waves and particles. The resulting theory born from these
contradictions is called quantum mechanics.

10.1 Photoelectric Effect

The photoelectric effect is a process in which light falling on a certain material releases electrons
from its surface. Let’s first describe how this effect is explained by classical (wave) physics.

The classical idea of this effect, schematically shown in Figure 10.1, considers the incoming
electromagnetic wave oscillating a bound electron on the principle of a driven harmonic oscil-
lator. If the kinetic energy of the oscillating electron exceeds the binding energy, the electron
is released. Thus, the character of the effect should be determined by the properties of the
resonance curve: at low energy of the incoming wave (low amplitude), the electrons do not
oscillate sufficiently and will not be released, and further, the value of the threshold amplitude
of the incoming wave at which electrons begin to be released should depend on the frequency
of the incoming radiation — the closer to resonance, the smaller the amplitude of the incoming
wave needed. This prediction is completely wrong.

Experiments show that electrons are released only if the frequency of the incoming radiation
is higher than a certain threshold frequency vy, (determined by the properties of the material on
which light falls), and the release of electrons occurs at any intensity of the incoming radiation
and the number of released electrons depends linearly on this intensity. These experimental
facts can be fully explained by the particle character of light — considering that light consists of
a stream of particles, called photons, whose energy linearly depends on the frequency of light!
v as Er = hv. If the binding energy of an electron in an atom is W, then electrons are released
only if Ff > W — that is, the photon of the incoming radiation has sufficient energy to release

!The linear dependence is explained in the results of the experiment at the end of this section.
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the bound electron by its absorption. The threshold frequency is thus given by the relationship
Ee =W, hvmin = W. The ”excess” energy of the photon is converted into kinetic energy Fj
of the released electron. By these considerations, we have arrived at the basic equation of the
photoelectric effect (for v > vpin):

(v =W + Ey, (10.1)

2

where Ej, = %mev , v is the speed of the released electron.

incident EM wave
e

VAVARS

bounded electron

atom

Figure 10.1: Classical idea of the photoelectric effect. The incoming electromagnetic wave oscillates an
electron bound in an atom on the principle of a driven harmonic oscillator.

Finally, consider the experimental setup, which is described in Figure 10.2.

light

v —F B

&

Figure 10.2: Experimental setup for measuring the photoelectric effect. Light falling on the electrode of
a phototube releases electrons, which must overcome the potential difference U between the electrodes
caused by the connected voltage. We measure the current I, which flows through the circuit due to the
release of electrons and their transport between the electrodes.

In this experiment, for different frequencies v of the incoming radiation, we measure the
voltage U, at which the current flowing through the circuit just becomes null. The released
electrons have energy Er = hv — W and these are able to overcome the potential difference U
between the electrodes only if E, > Ue. The voltage Uy, at which the current just becomes null,
is clearly given by the condition Upe = E, i.e., combining with the equation of the photoelectric
effect (10.1) we get a prediction for the stopping voltage:

Up(v) = PRt (10.2)

For frequencies v < vpin, no frequencies are released, so we can set U(v < vpin) = 0. The
illustration of this simple relationship for voltage Uy(v) is in Figure 10.3.
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w
e

Figure 10.3: Graph of the stopping voltage Uy, at which the current flowing through the circuit in Figure
10.2 just disappears.

Experiments indeed confirm this shape of the dependency Uy(v) and from it, we can draw the
following three conclusions. For v > vy, the graph is linear, thus confirming the assumption
of a linear dependence of the photon’s energy on its frequency v. From the slope of the line,
we can determine the value of Planck’s constant h from the knowledge of the electron’s charge!
And finally, from the value of vy, we can easily calculate the material constant of the work
function, W = hvpin.

10.2 Energy, Momentum, and Mass of a Photon

Let’s ask what the momentum of a photon is if we accept the quantum hypothesis that the

energy of a photon is given as
103

If a traveling electromagnetic wave is to be composed of photons, the energy and momentum
of this electromagnetic wave must be composed of the energy and momentum of individual
photons. In chapter 6.3, we derived the relationship between momentum density § and energy
density w in a plane traveling EM wave (6.64):

w

. w
g=—n, g=—, (10.4)
c c

where 7 is the direction of travel of the EM wave. This relationship leads? to the conclusion
that the energy and momentum of a photon, Ef and pt, must be in the same relationship:

. Ef, hv, E:  hv
pr= —i = —ii, pp=— = —. (10.5)
c c c c
What will be the mass
of the photon m¢? The relativistic relationship between energy and momentum? is
(m62)2 = E? - p?c. (10.6)

2It can also be done slightly more rigorously (but at the same time slightly superfluously). Consider that in the
EM wave, the number density of photons is n, i.e., in a small volume dV there are in total dN = ndV photons.
The total energy dE and momentum dp of these photons is dE = EfdN = hvndV, dp = prdN = pyndV. At
the same time, from the definitions of energy and momentum density of the EM field, it follows dE = wdV/,
dp = gdV. By comparing these relationships, we obtain w = hvn and g = pn. Since g = %, we get (after
canceling the number densities n) p = h—c”

3The four-momentum of a particle has the form p* = (%, P). The so-called relativistic invariant, i.e., a

quantity that remains the same in all reference frames, is the quantity

P'pu = —ps + pi + ps + .
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If we substitute the values of energy Ef (10.3) and momentum p¢ (10.5) of a photon,
(msc?)? = E? — p?c? = (hv)? — (’%’)2 =0, (10.7)
we see?, that the photon is a massless particle:
me = 0. (10.8)
For completeness, let’s finally explicitly state the form of the four-momentum of a photon
pH:

_

P = (8, 8) = (7. 1) = = (1,7). (10.9)

10.3 Compton Scattering

Consider an experiment in which we allow electromagnetic radiation of frequency v to fall on
a given material and we examine the frequency v/ with which the wave scatters depending on
the angle of deviation # from the original direction — the so-called scattering angle 0, see Figure
10.4.

incident EM wave

scattered EM wave

Figure 10.4: Scattering of the incident electromagnetic wave of frequency v on the substance. We are
interested in the frequency of the scattered wave v’ depending on the scattering angle 6.

The classical explanation, considering the wave nature of electromagnetic radiation, goes as
follows: The incident electromagnetic wave oscillates the electrons present in the material, and
these, as accelerated charges, emit electromagnetic radiation into their surroundings, forming a
scattered electromagnetic wave, schematically see Figure 10.5. This classical process is called

For the four-momentum of a particle expressed in any two reference frames p* and p™*, the equality p"p, = p*p),
holds. If we choose the rest frame of the chosen particle as the system (S’), then E' = moc? and 3’ = 0, thus
p* = (moc,0). By substituting into the equality of invariants:
E2 12 2 -2
_072 + |p| = —(mc) + 0.
After a simple rearrangement, we obtain the final form of the relativistic relationship between energy and mo-
mentum:

(m62)2 =F?— |1‘7’|262.

4Strictly speaking, our deduction is erroneous, as the relativistic relationship between energy and momentum
was derived by transitioning to the rest frame of the particle, which is not possible with a photon — it is not
possible to transition to a frame moving relative to another at the speed of light ¢. Also, we took the expression
for rest energy as Eo = mc?, which is a quantity that does not make sense for a photon — in every reference
frame, a photon moves at speed ¢, so it cannot be observed at rest. However, the only consistent value for the
mass of the photon in the relationship (10.6) with the expressions for energy and momentum of the photon is
ZEro.
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Thomson scattering. Therefore, the prediction of the properties of the scattered EM wave is
based on a combination of the excited harmonic oscillator formed by the bound electrons in
the material oscillated by the incident EM wave and the EM wave emitted by this accelerated
electron. This prediction says that the frequency of the scattered radiation does not depend on
the scattering angle 0 at all — the accelerated charge emits an EM wave of the same frequency
in all directions, and this accelerated charge oscillates with the same frequency as the incident
wave. That means, Thomson scattering simply predicts v/ = v without dependence on the
angle 6.

oscillating
electron

_ ,\/\/\/\fv radiated EM wave
e

ANV

o

Figure 10.5: Classical explanation of scattering — Thomson scattering.

incident EM wave

A. H. Compton conducted the aforementioned experiment in 1923, where he allowed X-rays
to scatter. The result of the experiment contradicted the classical explanation of Thomson
scattering! The frequency of the scattered radiation depended on the scattering angle 6! For
high-frequency radiation, the particle nature of light begins to manifest in this experiment. Let
us now look at the course of the experiment, assuming that the incident EM wave is composed
of a stream of photons. For X-ray radiation, the energy of photons is many orders of magnitude
greater than the binding energy of electrons (photon energy Er = hv ~ 10 — 100 keV, electron
work function W = 1eV), so we can effectively consider the electrons in the material as free.
Figure 10.6 shows the geometry of the particle explanation of Compton scattering.

scattered photon

e
° scattered electron

Figure 10.6: Geometry of Compton scattering. The scattered photon deviates from its original direction
by an angle 6, the scattered electron begins to move in the direction making an angle ¢ with the original
direction of the photon.

The main task, as already mentioned in the introduction, will be to predict the function of
the frequency of the scattered radiation (photons) depending on the scattering angle 6, /().
We will use the conservation laws of energy and momentum:

Ei+ Ee = Ey+ B, pt= P+ b, (10.10)

where unprimed, resp. primed, quantities denote values before, resp. after, the collision; indices
f, resp. e, denote quantities for the photon, resp. electron. Consider the electron initially at
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rest, thus p, = 0. From the law of conservation of momentum, it immediately follows that the
problem is planar®, i.e., the scattering angles # and ¢ fully describe the directions in which the
scattered photon and electron will move.

Let’s now modify the law of conservation of momentum and energy into forms where mo-
mentum and energy of the scattered electron appear on the right sides:

N S oy
bt — Pr = Pe,

vt +0f =25 By =0, (10.11)
N——
pspg cos O

FEi—Ei+ E.=E.. (10.12)

The momentum and energy of the scattered electron in the material into which the radiation
falls cannot be simply measured, so it is appropriate to eliminate them from the relationships
by substitution into the relativistic relationship between energy and momentum:

E! —pc® = E?, (10.13)

where the rest energy of the electron E. = m.c? (m. denotes its rest mass) appears on the right
side. Thus, by substituting (10.11) and (10.12) into (10.13), we get:

(Ef — Ef + mecz)2 — (p} + PP — 2pephcosh) ¢ = mict. (10.14)

After substituting the relationship between the energy and momentum of the photon py = %,

pr= E%, and rearranging:
2F;Ef(cos 0 — 1) + 2(E; — Ef)ym.c* = 0. (10.15)

Finally, we express the photon energies using the frequencies of the incident and scattered waves
v and v/, Ef = hv and E{ = hi/ and after a minor rearrangement we arrive at an equation of

the form:

MeC?

h

From this, we can easily express the dependency of the frequency of the scattered wave v/ on
the scattering angle 6 describing Compton scattering:

v/ (cosf — 1) + (v — V) =0. (10.16)

'(9) — v . 10.17
V() 1+mhe”62(1—c050) ( )

We see that for incident radiation, whose photons have much less energy than the rest energy of
the electron, hv < mec?, Compton’s formula transitions to the prediction of classical Thomson
scattering / = v. Only for high frequencies of the incident radiation does the particle nature
of light begin to manifest, and the classical explanation ceases to work.

From the conservation laws of energy and momentum, it is not possible to uniquely de-
termine the angle at which the photon scatters. Initially, we had four equations (1x energy
conservation and 3x momentum conservation). The planarity of the problem limited the num-
ber of momentum equations to two. Thus, we have three equations for four unknowns ¢, 6,
V', and E.. From the equations, we can find functions such as v/(6), E.(0), and ¢(0), i.e., the
dependencies of the remaining variables on the photon scattering angle 6 (we focused only on
the first of these in the text).

>Vector P’y is a linear combination of ﬁ} and P, thus it lies in the plane formed by these vectors.
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In reality, there is no further equation that would uniquely determine the scattering angle 8
— scattering has a probabilistic nature — a photon scatters with different probabilities at different
angles 0 — these probabilities are predicted by quantum electrodynamics (QED, a quantum field
theory describing electromagnetism).

In conclusion, we can express the relationship (10.17) in terms of wavelength variables,
A= £ XN =% and obtain the relation \'(6):

N(0) =X+ (1 —cosf) = A+ Ac(1 —cosb). (10.18)

MeC

The quantity Ao = miec is called the Compton wavelength. Photons with the Compton wave-

length have energy equal to the rest energy of the electron, Fo = hvg = )}f—g = mec®. The
strength of the Compton effect depending on the frequency of the incident radiation can be
determined, for example, by the relative change in wavelength upon scattering:

AN N =X Ao
=2 _ ==(1- ) 10.1
3 By /\( cos ) (10.19)

10.4 Stability of atoms

In Rutherford’s planetary model of the atom, electrons orbit around a very small and massive
nucleus in circular paths like planets around the Sun. Let us show that this idea, without
additional assumptions, is completely incompatible with the fact that accelerated charges con-
stantly emit electromagnetic radiation and thus lose energy. Since the electrons move in curved
(circular) paths, they are constantly subjected to centripetal acceleration, which then leads to
the emission of electromagnetic radiation, the energy of which must be taken at the expense
of the mechanical energy of the electron’s orbital motion. Therefore, the electron inevitably
spirals into the nucleus of the atom. By quantifying the above considerations, we calculate the
time it takes for an electron to fall into the nucleus — the so-called lifetime of a classical atom.
If this time were sufficiently long, i.e., the fall of the electron is sufficiently slow, the idea of the
Rutherford atom would be sustainable in this respect. Unfortunately, we will see that this is
not the case.

As a simple example, take an atom with atomic number Z (i.e., the number of protons Z in
the nucleus), but only one electron in the atomic shell®. Consider Newton’s equation of motion
in the radial direction for this electron; it includes the Coulomb attractive force between the
nucleus and the electron:

1 Ze?

FEOTT = MeQy, (1020)

where a, denotes the radial component of acceleration (with the positive direction pointing
towards the nucleus). Writing the radial acceleration in polar coordinates (r, ¢) and considering
that the electron spirals into the nucleus very slowly’, we get

2

~
~

ar = —F +1p? &~ , (10.21)

Up o O
r r
where we considered # =~ 0, the tangential component of velocity v, = r¢, and also v ~
v,. Moreover, again considering slow falling, we can take the total acceleration a ~ a,. By

SThat is, the atom is always ionized so that only one electron remains in it.
"That is, it falls into the nucleus much more slowly than it orbits the nucleus.
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substituting these considerations into the motion equation (10.20), we can express the velocity
and acceleration of motion as a function of the distance from the nucleus r:

2
Ze? r2ct Ze? r
a? = - =077 P=ra= =227 (10.22)
4Tegreme r 4megrme T
where, for simplification, we introduced a helper constant ro = = = mech called the classical

electron radius.

Now let’s focus on the electron’s energy balance equation, % = P, where FE is the total
mechanical energy of the electron and P is the power of the emitted electromagnetic radiation
due to the accelerated motion of the electron. From this balance equation, we will eventually
derive the time dependence of the electron’s orbit radius r(¢). The emitted power is given by
Larmor’s formula

2 2 3
Hoq q 2r
p=_-"" 2 2= —gr—gmec?’ (10.23)

= — a® =
6me e
(the minus sign here is given conventionally because the emitted power occurs at the expense
of mechanical energy). The total mechanical energy of the electron is given by the sum of its
kinetic and potential energy:
1 1 Ze? 1 Ze? 1 ro
E=T+U=-mn?— = — = ——mec*Z— 10.24
* 2° Ameg T Ameg 2r 2° r’ ( )

where we used the expression for the electrostatic energy of two charges 47r1a0 q7}1’122 and substituted

the expression for velocity from (10.22). The energy balance equation, after combining (10.23)
and (10.24), becomes:
dE 1 9 .
E = §m6C Zﬁr =P= 7§ﬁmec . (1025)
After canceling common factors on both sides, we get a simple differential equation for the orbit

radius of the electron r(t):

) 4
rr = —3—27“30. (10.26)
This can be easily solved by the transformation %7 = %% and integrating:
dr? 4 4
E = —Zfr%c — Ts(t) = CL% — ZT’%Ct, (1027)

where we used the initial condition r3(0) = a3, ap thus denotes the initial orbit radius of the
electron (initial “size” of the atom). The time it takes for the electron to fall into the nucleus
of the atom tg,) is given by the condition r(tg.) = 0, by solving it we obtain the final classical
prediction:

Za3
tra = —22. 10.28
fall 47’86 ( )

The classical electron radius is numerically ry = 2.8 x 10~ m, for the so-called Bohr radius of
the hydrogen atom ag = 5.3 x 107! m (and thus also Z = 1) the result is ¢z = 1.6 x 107 !s.
In classical physics, therefore, atoms would disappear in the order of tens of picoseconds! If we
were to discuss the approximation a = a, more closely or

consider relativistic corrections®, the problem becomes even worse (tgan comes out even
smaller)! This situation is resolved by Bohr’s model of the atom, where it is postulated that
electrons can orbit only along paths with certain discretely distributed radii. Electrons for
jumps between these paths must absorb or emit a finite quantum of energy, and this effectively
prevents the emission of electromagnetic radiation and a continuous decrease in the orbit radius.

8In our Newtonian model, the electron in the hydrogen atom reaches the speed of light for 7 = 70, see (10.22).
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10.4.1 Bohr’s model of the atom

In Bohr’s model, the principle of quantization of the angular momentum of individual electron
orbits is postulated — electrons can orbit only along such paths whose angular momentum has
the following size

L = nh, n €N, (10.29)

where h = % is called the reduced Planck constant. Based on this postulate, let’s derive the

permissible radii of electron orbits (and also their energies). For a circular orbit of radius » and
orbital velocity v, the angular momentum is L = m|7 x U] = movr. For an atom with atomic
number Z, we have already derived the orbital velocity v in (10.22) on the right, by substituting
this velocity into the quantization condition (10.29), mevr = nh, we get

7 2
Mey| —25 1 = nh, (10.30)

4megrme
from this equation we can easily express the permissible radii of electron orbits r,:

Awegn®h?
Th = —

neN. (10.31)

Ze2m,

The energies E,, of these individual orbits, after substituting for = into (10.24):

1 Z%'m, Z?
5o ~ Ry 10.32
" (4mep)? 2h2n? B2 nel, (10:32)
where we introduced the quantity Rp = m’g;ﬁ = 13.6eV called the Rydberg energy.

Electrons can then jump between these energy levels upon absorption/emission of photons with

energy

1 1
5| m,n & N, (1033)

m2 n2

thn = AEmn = ‘Em - n’ = REZ2

where m, n are the indices of the initial and final levels. For Z = 1, this formula is called
the Rydberg formula and accurately predicts the emission/absorption spectrum shape of the
hydrogen atom. For higher atomic numbers Z > 1, this formula remains valid for ionized atoms,
in whose atomic shell only one electron remains, i.e., for atoms X (Z=D+ _ for example, He™,
Li**, etc. For atoms, in whose shell more than one electron remains, the interaction between
individual electrons in the atomic shell causes various shifts (and splitting) of individual spectral
lines, so then their emission/absorption spectra are much more complex than given by the simple
Rydberg formula.

10.4.2 Schrodinger’s quantum model of the atom

In quantum mechanics, it is possible to predict the energy values of individual levels F,, (10.32)
by solving the problem of the "motion” of a charged quantum particle in a Coulomb central
field, where quantized levels directly emerge as a consequence of the calculation and not as an

ad hoc added assumption. This calculation is the basis of the so-called Schrodinger quantum
model of the atom, where individual ”orbits” (better said states) of electrons are described by
quantum numbers (n,l,m, s):

e Principal quantum number n € N describes the energy of the given electron state E, in
accordance with formula (10.32).
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e Orbital quantum number | € {0,1,...,n — 1} indicates the square of the total angular
momentum of the electron L? = A%I(I + 1).

e Magnetic quantum number m € {—I,—l+1,...,1— 1,1} determines one component from
the angular momentum of the electron L, L, = mh (typically the third component is
taken by convention).

e Spin quantum number s € {—%, +%} represents an ”additional” intrinsic angular momen-
tum (called spin) of the electron. The square of its magnitude is S = A?s(s + 1) and one
of its components S, = hs.

10.5 Black Body Radiation

A black body (sometimes also referred to as a perfectly black body) is a physical idealization
where all radiation incident on the surface of this body is absorbed. At the same time, this
body emits thermal radiation — the so-called black body radiation. The figure 10.7 on the right
shows an approximate physical realization of a perfectly black body — a dark cavity specially
formed so that the radiation that gets into the cavity is absorbed as much as possible by multiple
reflections. The entrance aperture of this cavity then behaves as the surface of a perfectly black
body. The surface of the black body then emits thermal radiation, the form of which depends
only on the temperature 71" of this body.

incident radiation is absorbed

black body realization

black body

e 1

thermal radiation

Figure 10.7: A black body absorbs all incident radiation, in contrast, it emits black body thermal
radiation. The cavity in the right picture represents the physical realization of a black body, multiple
reflections cause almost perfect absorption of incident radiation and the cavity opening then behaves as
the surface of a perfectly black body.

Furthermore, every real body is described by a parameter called emissivity €, which indicates
the ratio between the actual emitted radiation power and the radiation emitted by a perfectly
black body. Another parameter that can be introduced is called absorptivity «, which, on the
contrary, indicates the ratio between the actual absorbed power and the total power of radiation
incident on the body. Kirchhoff’s law of thermal radiation states that the absorptivity « is
always equal to the emissivity €, @ = €. From this, it follows that the emissivity is always less
than or equal to one, € < 1, since it is not possible for a body to absorb more energy than is
incident on it, e = a < 1.

In reality, the emissivity can depend on the frequency of the emitted radiation, e(v), thus
each frequency can be emitted in a different ratio to the radiation of a black body. The function
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of emissivity e(v) is a characteristic of the body and does not depend on the temperature
T. If we know the intensity of black body radiation I(T"), then a body with emissivity ¢ will
emit power I(T'); alternatively, for frequency-dependent emissivity £(v) we need to know the
emission intensities of the black body at individual frequencies, the so-called spectral density
i(v, T), then the real body will emit intensity of density e(v)i(v, T).

Let’s now look more closely at the meaning of the term spectral density. The total intensity
of radiation indicates the power of radiation emitted from a unit area of the body, [I] = W.m ™2,
The spectral density i(v) of this intensity then indicates the power dI emitted in the frequency
range (v,v + dv) as:

dl =i(v)dv. (10.34)

Clearly, the unit of spectral density is the unit of radiation intensity per Hertz: [i(v)] =
W.m2.Hz~!. If we want to return from the spectral density back to the total emitted power,
we must integrate over all frequencies:

+oo +oo
I —/0 dI(v) _/0 i(v)dv. (10.35)

The figure 10.8 schematically shows the relationship between the spectral density i(v) and the
emitted power dI.

A i(v) [W.m—2.Hz ]

dI(v) =i(v)dv

»
-

v v+dy v [Hz]

Figure 10.8: The spectral density i(r) and the emitted power dI in the range of frequencies (v,v + dv)
— this is given by the area of the graph between the values of frequency v and v + dv. Similarly, the
emitted power in the range of frequencies (v1,12) is given by the area between these frequencies, i.e.,

I<V1,V2> = f:f Z(V) dv.
10.5.1 Planck’s Law of Radiation

Planck’s law of radiation specifies the spectral density” of black body radiation. Its form is as
follows:

2rhy? 1

2 hr )
" ewr — 1

i(v,T) = [i] = W.m ™2, Hz L. (10.36)

9Planck’s law of radiation is often stated using a quantity called spectral radiance i,. While spectral density
¢ indicates the total emitted power in all directions (thus into the entire hemisphere above the surface of the
body), spectral radiance normalizes this power to a unit of solid angle, i.e., the unit of spectral radiance is
[i] = [i).st™". For isotropically emitting bodies (which a perfectly black body is), a simple relationship i = i,
applies. Therefore, some formulas presented here may differ by a factor of 7w from formulas in other literature.
The emitted power dP from an area of size dS, into the frequency interval width dv, into a small solid angle of
size d2 is given as dP = i dv dS dS2 cos 0, where the angle 0 is the angle of deviation of the direction of emission
from the normal vector to the area dS. If the radiation is emitted at an angle 6, then the effective area from
which the radiation comes is reduced to size dA = dS cos 6.
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where h is Planck’s constant, ¢ is the speed of light, and k is Boltzmann’s constant. The
graphical representation of this function as a function of variable v is in the figure 10.9.

\ i(v) [W.m—2.Hz ]

»
-

v [Hz|

Figure 10.9: Planck’s law of radiation. The graph shows the spectral density i(v,T) for a constant
temperature T

The derivation of this law requires knowledge of statistical physics'? and will not be presented
here. Perhaps just mention that the formula (10.36) is composed of two fundamental parts:

i =n(E). The first part n = 27;2” > is the density of the number of modes of the electromagnetic
field in the frequency range (v, v+dv), which follows from classical electromagnetic theory, when

considering EM radiation confined in a cavity. The second part (E) = exp% is the average

Iy
kT
energy of one electromagnetic mode in the cavity, as predicted by statistical physics. Planck’s

key contribution to the result (F) was the consideration that the energy levels of a given mode
of the electromagnetic field must be quantized in the form FE,, = nhr, n € Ny. The classical
notion, where the energy of the electromagnetic field is continuous, led to an incorrect prediction
of the spectral density of thermal radiation in the form of the so-called Rayleigh-Jeans law (see
also the section 10.5.3 on the limits of Planck’s law).

10.5.2 Spectral Density in Other Variables

In Planck’s law of radiation, we have frequency v as the variable in which we express spectral
density (and thus how we divide the total intensity), and we could more precisely call the
function i(v) frequency spectral density. However, we could also divide the intensity so that we
are interested in how much energy is emitted in the range of wavelengths (A, A + d\):

dI = i(\) dA (10.37)

to obtain "wavelength” spectral density i(X). As a result of this definition, the unit is clearly
[i(\)] = W.m 2.m~! = W.m~3. Naturally, the question arises, what is the relationship between

N

dP =1idS dS) cosf

\ dA=dS cos b

ds

(a) Emission into a small solid angle df2. (b) Graphical explanation of the cos 6 factor.

"Which you will gain in 02TSFA.
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these densities (i(r) and i(A))? We do not switch between these functions by a mere substitution!
It is due to the very definition of spectral density — we require that the power emitted into the

corresponding intervals of frequencies (v, v + dv) and wavelengths (A, A 4+ d)\) be the same!!:

dI = i(v) dv = i()\) dA. (10.38)

What is meant by corresponding? Naturally, we require v = {, but the infinitesimal increments

of these variables must also correspond, thus if we differentiate:
c
dv = v d. (10.39)
The minus sign is naturally given by the fact that as the frequency of radiation increases,
its wavelength decreases. However, we are more interested in the relationship between the
magnitudes of these changes, hence in the following we will take their absolute values,

\dv| = %w;, (10.40)

and further in the text, we will not explicitly write them out.

N i(v) [W.m~2.Hz ] A i(A) [W.m ™3]
dI(v) = i(v)dv dI(\) = i(\) dA
v v+dv VV [Hz] A A+dA V)\ [m]
(a) Frequency spectral density i(v). (b) ”Wavelength” spectral density i(\).

Figure 10.10: Schematic representation of the relationship between frequency spectral density and ” wave-
length” spectral density. It is not about the identity of function values, but about the equivalence of the
area dI in corresponding intervals (v,v + dv) and (A, A 4+ dA), i.e., it must hold dI = i(v) dv = i(X\) dA.

Now we can take Planck’s law of radiation (10.36) as an example of a specific frequency
spectral density i(v) and convert it into a wavelength function i(\):

2rhv® 1 2rh ¢ 1
T gy ="T1C AN =i(\T)dA. (10.41)

h N3 R
62 e?;—l C2 )\36/\k67"—1)\2

dI =i(v,T)dv =

From the last equality, we deduce the spectral density of Planck’s law of radiation for wave-
lengths i(\, T):

27hc? 1

iAT) = - -
( ) D eA’ILcCT—l

(10.42)

Similarly, functions of spectral densities could be converted into other variables such as angular
frequency w, wave number k, etc.

' And similarly for finite ranges of frequencies and wavelengths:

/ i) dv = /: i(A) d.
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10.5.3 Limits of Planck’s Law

Historically, inaccurate predictions of the spectral density of black body radiation were known,
which turned out to be mere approximations of Planck’s law in the limit of low and high
frequencies. Let’s now look at these approximations.

Low frequencies: Rayleigh-Jeans Law

For low frequencies (high wavelengths), we can expand the exponential in the denominator of
Planck’s law (10.36) to the first order of Taylor’s expansion,

>

v hv
~1+-— 10.4
+kT’ (10.43)

=

ek

and after substitution, we obtain the Rayleigh-Jeans Law:

2rkTv? 2rkT
i, T) ~ % <z’()\,T) ~ H) 12 (10.44)

As already indicated in the chapter on the exact Planck law, the Rayleigh-Jeans law histori-
cally emerged as a classical prediction of the spectral density of black body radiation, assuming
a continuum of energy'® of electromagnetic modes in a black body cavity. This law predicts
that the power dI emitted in the frequency range (v,v + dv) increases quadratically with the
frequency v. If we look at how much energy per unit of time a black body emits altogether at
all frequencies, we get

I(T) = /0+o° i(v,T)dv = +o00, YT #0. (10.45)

This result is called the wultraviolet catastrophe. The prediction of classical theory leads to an
absurd result: a body, which is not at absolute zero temperature, necessarily emits an infinite
amount of energy! Let us repeat that the derivation was corrected by Planck, who ad hoc added
the so-called quantum hypothesis, assuming that the energies of electromagnetic wave modes in
a black body cavity are quantized.

A comparison of the exact Planck’s law and the approximate Rayleigh-Jeans formula can
be seen in Figure 10.11.

121f we did the same for the spectral density for wavelengths, then in the limit of large wavelengths we obtain
this expression in brackets.

13For a continuous distribution of EM mode energies, statistical physics predicts the average energy of one
mode in the form (E) = kT (k is again the Boltzmann constant). Which after substitution into ¢ = n(FE) leads
to the Rayleigh-Jeans law.
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i(v) [W.m—2.Hz ] A i(A) [W.m ™3]
Rayleigh-Jeans
Wien Rayleigh-Jeans
Wien
v [Hz]
(a) Spectral density i(v). (b) Spectral density ().

Figure 10.11: Approximations of Planck’s law of spectral density of black body radiation (v, T), resp.
i(A\, T): Rayleigh-Jeans Law for low frequencies (high wavelengths) and Wien’s Law for high frequencies
(low wavelengths).

High frequencies: Wien’s Law
For high frequencies (low wavelengths) ekt > 1 and therefore we can neglect the one in the

denominator in Planck’s law (10.36):

hu

hv hv
ert > 1 ekl — 1~ ekT (10.46)
The resulting approximation is called Wien’s Law:

2rhv3 _m
Ty e*l}cLT, (i()\,T) ~

i(v,T) =~ e~ kT

2he® _ he
e h) (10.47)

c2

Wien’s Law was derived by Wilhelm Wien in 1896 by combining the Maxwell-Boltzmann dis-
tribution of molecular velocities and the empirically known Stefan-Boltzmann law.

A comparison of the exact Planck’s law and the approximate Wien formula can be seen in
Figure 10.11.

10.5.4 Wien’s Displacement Law

How will the value of the wavelength A\p.x with the highest spectral density evolve with the
temperature T' of the black body? IL.e., at what wavelength does the black body emit the most?
Let’s find the maximum of the spectral density i(\,T") (10.42):

9i(\,T) 2 61 -5
IUAT) _ onhe? |—5a6——— 1 -
o mhe =17 (ero12) T (e

$e’ 2mhc* A0
A | ETCA ey 5(e — 1)) 20, (10.48)

where we denoted x = /\ZfT € RT. The condition of zero derivative obviously leads to the

equation

xe®

e —1 -
This equation cannot be solved using elementary functions', but the numerical solution is in
the form

5. (10.49)

Tomax =4, 965114. (10.50)

“However, it can be solved using special functions! The Lambert W function (otherwise also known as
the product logarithm) is defined as the inverse function to the function f(z) = ze®, W(z) := f (), ie.,
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By substituting this value back into the notation = = )\}ILC—CT, we obtain the sought relation for

the wavelength A« with the highest spectral density:
hc hc

x=T——= = Idmax! = =0, 10.51
Fma AmaxkT e Tmaxk ( )
where we denoted a new constant as b = Hﬁka This relation is called bfWien’s Displacement
Law:

Amax] = b = const. = 2,89777.10 73 K.m. (10.52)

In Figure 10.12 on the left, the progression of maxima of spectral densities i(\,T") for various
temperatures 7' is illustrated.

\ i(A) [W.m ™3] \ i(v) [W.m~2.Hz ]

=, |
A [m] v [Hz]

(a) Spectral densities (A, T") and their maxima. (b) Spectral densities ¢(v,T) and their maxima.

Figure 10.12: Spectral intensity of black body radiation for various temperatures 7. The curve connecting
the maxima of individual curves as a function of temperature is highlighted.

Note: The same question as at the beginning of this chapter can also be asked for the
frequency vmax with the highest spectral density. We proceed in exactly the same way only
with the density i(v,T") (10.36). If I denote y = Z—%, then the requirement of zero derivative,

di(v,T)
———= =0 10.53
ay Y ( )
leads to the following equation and its solution ¥max:
ye?
eYy—3(ey —1)=0, 3= L Ymax = 2, 82144. (10.54)
ey —

Substitution into the substitution and expressing vpn.x leads to a law analogous to Wien’s:

X k X —
VH; = y;m = a = const. = 0,058789 THz. K L. (10.55)

W(y) = x, where z and y satisfy y = xe®. The function f is not injective over the whole R! It is necessary to
take Df = Hw = <—1,+OO) and Hf = Dw = (—é,—i—oo).

The equation (10.49), where on the right side we can write a general ¢ (for us ¢ € {3,5}), can then be solved
as

T ’
re =¢, wze®=ce®—c, aftersubst.z=2a"+c: a'e" z—i, x/:W<—£), x=c+W(—£).
er —1 e e ec
The argument of the W function must be within its domain, i.e., —% = (—c)e™® = f(—c) > —1, which is always
satisfied.
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At this point, it is appropriate to note that since the relationship between spectral densities
i(\,T) and i(v, T) is not given by a mere substitution, then the resulting values of A\pax and vpax
are not given by a simple conversion Apax 7 Vmcax. Let’s demonstrate this with the example
of the Sun with a surface temperature of 7' = 6000 K: Ajyax =483 nm (and the corresponding
frequency of approximately 621 THz) and vyax =353 THz (and the corresponding wavelength

of about 850 nm).

10.5.5 Stefan-Boltzmann Law

Let’s now look at the total power I(7') emitted by a black body at temperature T regardless
of the frequency or wavelength of the radiation. It is sufficient to only integrate the spectral
density i(v,T') over all frequencies v (or the density i(\,T") over all wavelengths \):

I(T) = /0 +Ooi(y,T) dv, <I(T): /0 +Ooz‘(A,T) d)\>. (10.56)

After substituting from Planck’s radiation law (10.36) we have the expression

_ 27h oo 8

c 0 erT — 1
By performing the substitution x = %, V= k%, dv = % dx, we convert the integral into the
form
271_]{:4 +oo 1E3 A 4

The expression in brackets is already a mere numerical constant, which we denoted by ¢ and is
called the Stefan-Boltzmann constant. The total power emitted by a body at temperature 7" thus
depends on the fourth power of this temperature. This fact is called the Stefan-Boltzmann
Law:

I(T)=0cT" (10.59)

Utilizing the mathematical statement

+oo 3 4
/O ef_ - do = % (10.60)

which we will not derive here, we obtain the Stefan-Boltzmann constant in the form

kA5

0= {35 = 5,6704.10" 8 W.m 2. K4, (10.61)

The expression for this constant thus fully follows from Planck’s radiation law and its value is
fully determined by fundamental physical constants!®.

In Figure 10.13, the curves of spectral intensities for various temperatures 71" are illustrated.

15 And fundamental mathematical constants 2 and 15. And also .
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A i(v) [W.m—2.Hz ] A i(A) [W.m ™3]

v [Hz] A [m]
(a) Spectral intensity i(v) for various temperatures (b) Spectral intensity i(A) for various temperatures
T. T.

Figure 10.13: Graphs of spectral intensity (v, T) and i(\,T) for various temperatures T. The total
power emitted (and thus the area under these graphs) according to the Stefan-Boltzmann law grows
with the fourth power of temperature 7%, I(T) = oT*.
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