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Abstrakt

Kosmické zéeni o energiich vy3sich neZ10'8 eV (UHECR) je stale nezndmého plvodu a nejistého
sloZeni obvzla& na ch nejvysSich energiich. Diseitd prace se zabyvatenim sloZeni primarnich
Castic pomoci detekce rozsahlych atmosférickych sprdaknsi@rnichCastic. V praci byly zavedeny
metody, jejichZ potencial byl zkouman pomoci Monte CarldQMimulaci. V jednom ppace byla
navrzend metoda pouzita na data ObsefeaRierra Augera. Plvodni vyzkum se Ziemim na
sloZeni primarniclgastic byl rozélen do techcasti podle svého obsahu.

V prvni ¢asti byl studovan Gtlum signalu povrchovych detektoréesgitovym Ghlem v zavislosti
na sloZzeni primarnickastic. V rdmci MC simulaci byly uvazovany odezvy povrchavyletektorl
soltasnych a rovéz i budoucich observaioUHECR. Byly porovnany dva rtizné zplisoby korekce
detekovaného signalu na zenitovy Uhel, které jsou pougivendvou nejgtSich experimentech po-
zorujicich kosmické Z@ni. Pouziti metody, ktera je zaloZzena na Milsfupu a ktera se pouziva
na experimentu Telescope Array, vnasi do energetické stkde zenitovou zavislost fipade
smiSeného slozeni UHECR, ktera by mohla byt pozorovatelp@méru energii rekonstruovanych v
povrchovych a flurescénich detektorech. Metodazu konstantni intenzity (CIC) pouzivana na Ob-
servatdi Pierra Augera, kterd vychazi pouze z réiemych dat, nevnasi ze své definice Zadnou zen-
itovou zavislost do energetické rekonstrukéeneznameém slozeni kosmickéhafeai. Bylo rovrez
ukazano, Ze dokonce fipomnost prominentniho zdroje UHECR na nejvySSich efarddy mela
zanedbatelny vliv na rekonstrukci energie v povrchovénektetu. Dale byla zavedena nova metoda
urceni rozptylu hmot primarnicbastic. Tato metoda byla demonstrovana pro hypotetickcerob-
tor sloZzenou ze dvou typll povrchovych detektort citlivyehagt na elektromagnetickou a mionovou
komponentu sprsky. iiRom se vyuzivalo principu CIC pouZitého zardvea signaly z obou povr-
chovych detektortl. Vysledky vykazovaly malou citlivostiétaillim hadronickych interakci.

Ve druhécasti byla zavedena metoda kombinujicgfemi pdtu mionll a hloubky maxima sprsky

(Xmax) s cilem zesilit znalost o slozeni kosmickéhderd. Metoda byla demonstrovana a testovana
pomoci MC simulaci a poté roet gedl®zreé aplikovana na data Obsenidierra Augera. Z inter-
pretace échto namdfenych dat pomoci MC simulaci vyplyva, ze UHECR je s vysokmyg@epodob-
nosti smiSeného sloZeni jader atomll s varianci logaritakleanovéhotislac?(InA) € (1, 3) v
rozsahu energii 168-1°0 eV. Vysledky ziskané s pomoci model&l hadronickych inteir@GSJet 11—
04 a Sibyll 2.1 byly v rozporu s interpretacemi nezavislyctalgz nefeni Xmax, zatimco vysledky
pro model EPOS-LHC byly £mito analyzami kompatibilni. i@bytek pd@tu mionl v namfenych
datech vzhledem kipdpo¥dim MC simulaci byl odhadnut nal0-20% pro EPOS-LHG;25-35%
pro QGSJet 11-04 a55-70% pro Sibyll 2.1.

Ve tfeti Casti byla vyhodnocena schopnost rozliSit jednotlivé @rini Castice pomoci fijpadné
detekce mionll s komorami rezistivnich desek (RPC) @mishi pod vodnimiCerenkovskymi de-
tektory na ObservatoPierra Augera. Pokud by se RPC umistily pod vSechny stapavrchového
detektoru observaie, separabilita primarnicbéstic na nejvysSich energiich by byla srovnatelna se
separabilitou dosaZzenouéenim Xmnax pomoci fluorescaini detekce.






Abstract

The ultra—high energy cosmic rays (UHECR) of energy abel@'® eV are still of unknown origin
and uncertain mass composition; especially at the highesgies. The thesis was devoted to the
problem of resolving the mass composition of these primaryigles using the detection of induced
extensive air showers. The potential of original methods imgestigated using Monte Carlo (MC)
simulations. In one case, the method was also applied toateeat the Pierre Auger Observatory.
The original research with emphasis on the mass composifipnimary particles was divided into
three general objectives.

At first, the attenuation of the signal in surface detectoith wenith angle was studied wrt. the
mass composition of primary particles using MC simulatiomie current and also future observa-
tories of UHECR were considered in MC simulations. The twitedént approaches applied by the
two largest cosmic—ray experiments were compared. It wasdfohat the MC—based method applied
by the Telescope Array can bring into the energy reconstmuaenith angle bias in case of a mixed
composition of UHECR. This bias should show up in the ratiemérgies reconstructed in the surface
detectors and in the fluorescence detectors. The datard@ivastant Intensity Cut (CIC) method that
is used at the Pierre Auger Observatory does not introdueedhith angle bias in case of unknown
primary composition from its definition. It was also showattbven a presence of a prominent source
of UHECR at the highest energies would have a negligible ohpa the energy reconstruction based
on the CIC method. Further, a novel method to obtain the dpEarimary masses was introduced for
a hypothetical observatory composed of two types of suidatectors sensitive to the electromagnetic
and muon component of shower, respectively. In that, theapi@oach applied simultaneously to the
signals of both detectors was utilized. The results showeallslependence on details of hadronic
interactions.

Secondly, the original method combining the measuremetiteofnuon shower size and the depth
of shower maximumXmax) With the aim to strengthen the information about the cosnaig compo-
sition was introduced. The method was demonstrated aretitesth MC simulations and then also
preliminarily applied to the data of the Pierre Auger Obagowy. It was found with these measured
data that the mass composition of UHECR is most probably dnixi¢h the variance of the logarith-
mic masso?(In A) € (1, 3) in a range of energies 16*-1°C eV. The results obtained for models of
hadronic interactions QGSJet 11-04 and Sibyll 2.1 were fbtmbe inconsistent with interpretations
of independeniXax analyses, whereas the results for the model EPOS-LHC wenpatile with
these analyses. The lack of muons produced in MC simulatiohghe measured data was estimated
to be~10-20%,~25-35% and-55-70% for EPOS—LHC, QGSJet [I-04 and Sibyll 2.1, respebtiv

Finally, the possible detection of muons with Resistivad*@hambers (RPCs) placed under the
water Cherenkov detectors at the Pierre Auger Observatatytsimpact on the separation between
the primary—mass species was evaluated using detailed Mi@ations. Considering the deployment
of RPCs under all water Cherenkov stations, the sepasabiliprimaries at the highest energies was
estimated to be comparable with the measuremeKitgf with fluorescence detectors.
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Chapter 1

Introduction

Cosmic rays of ultra—high energy (above'd@V) are a mind—burdening mystery for almost fifty
years. The first giant—array experiment Volcano Range wbdea cosmic—ray shower of energy
above 18° eV already in 1962[[1]. However in 1966, just one year afterdiscovery of the cosmic
microwave background, Greisen [2] and Zatsepin with KuzfBincalculated that there should be
almost no cosmic—ray protons above the ener§yl0'° eV originating outside the near universe
(~100 Mpc). Thenceforth, nobody was able to satisfactorilpl@&x how such particles could be
produced in agreement with the data of various experimdrgerging the ultra—high energy cosmic
rays (UHECR).

The main obstacles in investigations of UHECR are the vemyflox of cosmic rays that steeply
decreases with energig), approximately a& =2/, and the fact that all experiments measuring UHECR
actually detect only a small part of the extensive air shawiesecondary particles without a direct
observation of the primary particle inducing the shower.rdwer, the intervening magnetic fields
between the source and the Earth atmosphere deviate tliatieeof primary particles lierently
according to their dferent charge. Unlike the situation in accelerator physitgere the beam energy
and the types of colliding particles are known, it is neededrderstand the UHECR shower physics
very well to draw back any conclusion about the primary ple$. To challenge all these obstacles,
experiments with giant aperture and great precision ofireitocted shower parameters together with
a good reliability of hadronic interaction models extragietl from accelerator energies are needed to
reveal the basic characteristics of UHECR; including theiiss composition.

On the other hand, these particles of energies more th&tirh®s higher than the mankind has
ever achieved, provide also a unique opportunity to studlydrdc interactions of energy in center—
mass system more than one order of magnitude higher thanndrgyeof collisions in the Large
Hadron Collider (LHC) at CERN, Geneva. Besides the unprexid astrophysical implications, the
Pierre Auger Observatory with its possibility of simultane detection of longitudinal and lateral
profiles of UHECR showers provides a great opportunity tdysthe basic properties of UHECR and
to investigate the hadronic interactions responsibleHerdevelopment of extensive air showers.
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The content of the thesis is organized as follows:

e The Chaptel]2 introduces the topic of extensive air showehsded by UHECR with emphasis
on the shower properties that are relevant for the authoiginal research.

e The Chaptef]3 describes the Pierre Auger Observatory as radhipstrument that provides
unique data of fluorescence and ground detectors. The mpsttiamt scientific results achieved
with the Pierre Auger Observatory data are briefly discussed

The following three chapters include author’s originale@sh using MC simulations and the
Pierre Auger Observatory data.

e The attenuation of the signals infidirent ground detectors with zenith angle and its relation to
the mass composition of UHECR is elaborated in more detaihaptef ¥ with emphasis on
the Constant Intensity Cut method.

e In Chaptefd, a combined analysis of ground and fluoresceeesumements with respect to the
mass composition of UHECR is presented using MC simulat@masalso preliminarily applied
to the Pierre Auger Observatory data.

e In Chaptefb, a novel option to detect muons of extensivehaiwsrs deploying resistive plate
chambers under the water Cherenkov stations at the PiegerAbservatory is discussed using
detailed MC simulations.

e The thesis is summarized in Chagtér 7.

18



Chapter 2

Extensive Air Showers

The flux of cosmic rays of energy beyond!2@V is already so low that an ideal fullfieient detector

of collecting area 1 rplaced at the Earth’s orbit (observing 1 steradian of spageewould detect
directly only few particles of such a high energy during ifstime. Nevertheless, the secondary
particles (created by cascade interactions of the primanygte in the atmosphere) penetrate deeper in
the atmosphere as the primary energy increases. Therafmree this energy, it starts to be convenient
to build large arrays of coincident particle detectors augd observing extensive air showers (EAS)
of secondary particles induced by primary particles of \@gh energies. The Earth’'s atmosphere is
actually utilized as a huge inhomogeneous (varying air itl@nsalorimeter. The interesting history
of air—shower detection and the development of variousctietetechniques is summarized e.g. in
[4.15].

In this chapter, basic properties of EAS are briefly desdrivth an emphasis on the indirect
detection of primary particles inducing these showers. Alehof the description of shower develop-
ment is also included in the chapter to shed light on the lef/eoretical understanding of the mea-
sured properties of EAS. Finally, few shower parametemsvegit for the discrimination of showers
according to the mass of primary particle are discussedyvdid @xhaustive encyclopedic description
of all the shower properties, the reader is referred to![&] Where further detailed information can
be found.

2.1 Primary Particles

Unlike to particle—physics experiments at man—made atels where the energy and types of col-
liding particles are known, in case of EAS measurements tbpepties of primary particles can be
derived only indirectly from the shower properties and Wiithited precision. For this purpose, as-
trophysics scenarios and hadronic interactions at erefagideyond accelerators’ abilities need to be
assumed. Under "primaries" all kinds of particles indudd&S are understood. In this thesis, pri-
maries are distinguished as cosmic rays (charged pa@)(aesi neutral particles (neutrons, photons

tAccording to common definition: cosmic rays are chargedgag originating outside the Earth’s atmosphere.
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2.1. PRIMARY PARTICLES

and neutrinos).

All experiments observing particles of ultra—high enesgieicate a dominance of charged parti-
cles as it is discussed in Section 314.3. However, the pesddiection of a neutral particle needs to
be kept in mind as the arrival directions of neutral partick®uld point directly to their sources.

2.1.1 Origin

UHECR can gain such a high energy either by a gradual actielermechanism ("bottom—up" pro-
cess) or by the so—called "top—down" process. In the lattee AJJHECR can be produced by a decay
of some unknown super—-massive particles (rest mags' eV) or by interactions of extremely ener-
getic particles (energy higher than??@V). Naturally, the neutral particles of ultra—high eneogy

be produced only by the top—down processes or by interactbblHECR.

Energy Spectrum

A very important aspect of cosmic rays that can shed lightheir torigin is their energy spectrum
that decreases with ener@yasE™ wherey = y(E) is the spectral index. The energy at which the
spectral index is suddenly changed is usually called thetsgidreak. It may indicate an energy limit
of particles of the same type or origin contributing to thedrticle spectrum, or an energy limit for
the magnetic field of our Galaxy to confine the charged padicHowever, it might also indicate a
threshold energy for interaction processes during thepggation in the Universe.

In Fig.[2Z1, the energy spectrum measured by KASCADE and KABE-Grande experiments
is shown together with data of other experiments as an exariple all-particle spectra for energies
between 18 eV and 188 eV are consistent among all the experiments. KASCADE and ®ABE—
Grande experiments were able to distinguish three masgpgafyparticles using a simultaneous mea-
surement of the electromagnetic and the muon componenimdiad value of the spectral break for
proton—like particles (blue) is observed-at PeV, for medium—heavy particles (green)-8tPeV and
for heavy particles (red) at80 PeV. Note that the latter spectral break was observed dy®&XDE—
Grande and the other two by KASCADE, thus a systematic uaicgytin the energy scale needs to
be kept in mind. Nevertheless, the energies of these thezkbincrease approximately linearly with
the increasing average char@® of the selected particles (ligkZ): ~1, medium(Z): ~2—-14, heavy
(Z): ~26). This rigidity scaling of spectral breaks indicates adyral acceleration of particles in a one
type of sources up to the energy which is a limit of particlafoeement in the region of acceleration,
as predicted inJ9].

The spectral break in the all-particle spectrum-atPeV, which is consistent with the spectral
break of light particles, is called "the knee" in the liter& Similarly, the less significant spectral
break at energy-80 PeV is usually denoted as "the second knee" or "the Fekiike". The all-
particle spectrum of UHECR with its features (so—called@akound~5 EeV and a steep suppression
of the flux at energies above30 EeV ) is described in Sectién 3.4.1.
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2.1. PRIMARY PARTICLES
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Figure 2.1: Energy spectrum measured by KASCADE and KASCABGIande experiments com-
pared with other experiments. ffBrent groups of primaries are distinguished by colors ¢m®in
blue, medium heavy nuclei in green and iron nuclei in red)teNbat the spectral break for protons
occurs a4 EeV, for medium heavy nuclei a8 EeV and for iron nuclei at80 EeV. The systematic
uncertainty of the KASCADE—-Grande experiment is indicdigdghaded regions. Picture comes from

[10].

Acceleration Mechanisms

Up to ~10'8 eV the so—called Fermi acceleration of the first ordef [1&hseto be a plausible mech-
anism to produce cosmic rays in our Galaxy. It could be camigt during the propagation of Super-
nova shock wave in the interstellar region. The power rel@asto the cosmic rays from Supernova
explosions with an observed rat& per century per galaxy should befscient to describe the cosmic—
ray flux. Furthermore, the spectral index would be similahtobserved one. Nevertheless, only the
spectral tail of heavier elements is usually considerecetprisent as the remaining Galactic compo-
nent in UHECR. Most of UHECR, especially at the highest eiestgoriginate probably outside our
Galaxy as no dficiently "violent" object has been observed in the Milky Way.

There is still a comprehensive acceleration model mis$iagwould describe the detected UHECR
of energies around 2®eV. The well-known Hillas plot (Fid_212) nicely visualizpsssible sources
according to their characteristic size and their charatierstrength of magnetic field. According to
this plot, only few known types of astrophysical objectsnsd¢e be capable to accelerate particles up
to 10°° eV. Active galactic nuclei (AGN), magnetars and galaxy s are mentioned here in some
details together with the Top—down models.
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2.1. PRIMARY PARTICLES
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Figure 2.2: Hillas plot. The magnetic field intensity of agtnysical objects is plotted vs. their
characteristic size. Objects situated below the markexldire not able to accelerate iron nuclei, or
protons to the energy #®eV. The relativistic velocity3 corresponds to the velocity of a shock wave
or to the object velocity. Picture comes from[12].

AGNs are Active Galactic Nuclei in the center of galaxies withiteégthan normal luminosity. Such

a galaxy contains a super—-massiv@@° mass of Sun) black hole in the center and it is accompanied
with a long—ranged jets of particles with a jet size complarab the size of the entire galaxy. They
are very luminous objects in the most of the electromagrsgtéctrum. The source of this radiation
is assumed to come from the accretion of mass into the bldek btHECR can be accelerated along
the jets or hot spot§ [13]. As an example, the closest AGN sALBcated~4 Mpc from the Earth in

the Centaurus constellation visible from the southern bphere.

Magnetars are neutron stars with a magnetic field of extremely highnisity (~10*! T). Although

at a small region, the extremely strong magnetic field catimerthe charged particles inside this
region during the acceleration process for fiisiently long period of time to produce even UHECR,
e.g. [14]. The spatial distribution of magnetars is natyraimilar to the distribution of luminous
matter at the cosmological scale.

Galactic Clusters contain many galaxies in a cosmologically small regionthey are large enough
to be capable to accelerate particles during the larges-stadcks, e.g[ [15]. One such a cluster is
located~50 Mpc near the direction of Cen A.
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2.1. PRIMARY PARTICLES

Top—down Models

These "exotic" models require a presence of relict supamhearticles of masses exceedin? eV

with a lifetime greater than the age of the Universe (UHECHEhasdecay products) or a presence of
only weakly interacting particles of extremely high eneggi For instance, neutrinos (rest mas$

of energy greater thaM%o/mv ~10?2 eV interacting with background relict neutrino of temparat

1.8 K would produc&® boson (rest mag¥lg) that decays into hadrons (70%), photons and neutrinos.
This would imply an isotropic distribution of arrival diréans of protons and photons; with a substan-
tial contribution of photons to the all-particle flux. Neaotrs are generally hard to observe because
of their low cross—section and neutrons do not propagatiedeause of their short lifetime-880 s).
This so—called Z-burst model is in tension with the currexiads it is described in Section 314.3.

In case of decays of relict super heavy particles (possiblig Dark matter candidates) a corre-
lation with the Galactic center or Galactic plane would bpexted. Nowadays, the experimental
data practically rule out the Top—down scenarios to be tmailant source of UHECR as it will be
discussed in Sectidn 3.4.3. More information about Top+daovedels as possible UHECR sources
can be found e.g. in[16].

Creation of Neutral Particles

Neutral particles of ultra—high energy can be created &t dproducts in aforementioned Top—down
models, or they might be also produced by interactions of OREvith matter or cosmic microwave
background. Collisions of UHECR with matter surroundingittsource can produce charged and
neutral pions of very high energy-{0'%1° eV). They decay very fast (still inside the region of
the source) and their decay products, neutrinos of PeV iErseamd photons of TeV enerdfesan

be detected by suitable experiments, e.g. IceCube [17], K&3[18] (neutrino experiments) and
H.E.S.S.[[19], HAWCI[2D], CTAI[21] (gamma experiments), adications of UHECR acceleration
sites (so—called "smoking guns").

2.1.2 Mass Composition

Stable nuclei of elements with chargeranging from 1 (protons) to 26 (iron nuclei) are considered
to be the dominant representatives of primary particled witra—high energy due to astrophysical
reasons (abundance of elements in the Universe, distahsearces higher thanMpc) and observed
data (very small fraction of neutral particles).

The deviations of arrival directions of UHECR from the difens of their sources are dependent
on the UHECR charges (masses). The type of the primary [gainituences cross—section, multiplic-
ity and elasticity of the first few interactions in the atmbspe and consequently the whole evolution

2The opacity of the Universe for photons steeply increaseseathe threshold energy for pair productie800 TeV.
However, the opacity of photons at EeV energies is again eoafyte with the opacity at 100 TeV.
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2.1. PRIMARY PARTICLES

of the induced EAS. Therefore, the knowledge of the mass ositipn of primary particles is crucial
not only for astrophysical analyses, but also for studidsigti—-energy hadronic interactions.

However, the dierences in the measured properties of showers induced byngrand iron nu-
clei are suppressed by shower—to—shower fluctuations¢tdetesolution and also by uncertainties
coming from the models of hadronic interactions. Therefoeeestimation of the mass composition
of UHECR is extremely hard to be achieved on event—by—evasiskand very hard on statistical ba-
sis. The perfect knowledge of detector response and tlablelextrapolation of hadronic interactions
up to the highest energies taking place in the shower dewedapare crucial to estimate the mass
composition of UHECR.

2.1.3 Propagation Hfects

Unlike to neutral particles, the charged particles are deftein galactic and extragalactic magnetic
fields and therefore the information about the directionshefr sources can be lost. Deflection of
UHECR of energyE and charg& in the magnetic field of constant intensBycan be described by
the so—called Larmor radiug() as

E[EeV]

R.[kpc] = Z BLG]

(2.1)
Considering the mean intensity of magnetic field in our Gakaxbe ~3 4G and the thickness of the
Galactic disc 0.3 kpc, the estimated energy above whichrtivebdirections of UHECR can provide
information about their extragalactic origin has to be abe¥ EeV for protons ané 26 EeV for iron
nuclei. Otherwise, they would become isotropic in the mégreld of our Galaxy; or a large—scale
signature at few % level would occur at most. This is in acano@é with the results of two largest
UHECR experiments: the Pierre Auger Observatbry [22] aedTédescope Array [23]. None of the
two experiments observes any significant small-scale @aofgo signal in the arrival directions of
EAS below~40 EeV as it is shown in Sectign 3]17.

The intensity of extragalactic magnetic fields is mostlyreated to be of the order ofnG and
therefore of a negligible intensity compared to the intignsf the Galactic magnetic field. But it is
worth to note that the extragalactic magnetic fields are wety roughly estimated (weaker than 1 nG
[24,[25]) and they could have a larger impact on the deviataftJHECR during their propagation in
the Universe. In fact, the trajectories of UHECR particlethie extragalactic space are several orders
of magnitude longer than their paths inside our Galaxy. Tthes cumulative ect of extragalactic
magnetic fields on the deviations of UHECR can be very signiticif the sources of UHECR are
distant> 100 Mpc.

An UHECR patrticle of charg& and energ\E should, in the first approximation, move along the
same path (the same Larmor radius) as the particle of clzame energy/Z - E originating from the
same source. Then, for a source of UHECR nuclei with chazgesiZ some correlation of the most
energetic heavy nuclei with the light nuclei at the corresjiog lower energies could be observed
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2.1. PRIMARY PARTICLES

on the sky map, when no lensingfexts of magnetic fields between the source and our Galaxy are
present. This fect was first considered ih [26] and it can be utilized to stadgonstrain the mass
composition of UHECR at their source.

The above-mentioned propagation of UHECR particles wasidered for stable and noninteract-
ing particles only. In reality, also the lifetime and intetians of primaries with photons and hadronic
matter needs to be taken into account. The extragalactivesigaempty of hadronic matter (less
than 1 hadron per #in average) but quite rich for Cosmic Microwave BackgrouGd#g8) photons
(~400 photons per cf and it contains also a non-negligible amount of opticdraired and ultra—
violet (OPTIR/UV) photons. Protons and nuclei are influenced Wfjedént processes atftérent
energies. For more detailed information seel [27], from Whoaly several aspects are mentioned
here.

Protons propagating in the extragalactic space interaictiyngith CMB and IRROPT/UV photons
and lose energy by adiabatic losses (due to the expansitie afriiverse) that are dominant at lower
energies (below10'8 eV). Interactions with CMB photons become relevant 288 eV through the
pair production process

P+vycve — P+ €" +€. (2.2)

At energy~7-10'° eV the pion production via* resonance (rest mass 1232 MeV)
p+ycms — AT — p+ 1P, (2.3)

P+ vcvB — AT —n+rat (24)

starts to take over as the cross—section of these procdssgdysncreases around this energy. This
is also known as the GZKfkect (named according to Greisen [2] and Zatsepin with Kuzj@jn
restricting the region of sources to the astronomicallgeloniverse (within-100 Mpc for protons of
energy above 1 eV). The neutrinos decayed from the produced charged pruhglaotons decayed
from the produced neutral pions are called GZK neutrinos@al photons, respectively. Interactions
of protons with IROPT/UV photons are sub-dominant in the whole energy range.

In case of nuclei A with nucleon numbAr the interactions with background photons arféegéent.
The background photons (IR and CMB) are boosted in the UHE@ROS rest—frame to 10-20 MeV
energies. The most relevant process is the Giant DipolerRese (GDR) emitting one, or two
nucleons (n), ot particles:

A+vycmg — GDR— (A -1)+n, (2.5)
A +vycmg — GDR — (A —2) + 2n, (2.6)
A+’)/CMB—>GDR—>(A—4)+CL’ . (27)
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2.1. PRIMARY PARTICLES

The GDR process becomes veffigent for nucleus energies3-10°° eV. The GZK dfect for nuclei
takes place at approximatefytimes higher energies than for protons.

Fig.[Z.3 shows that the attenuation lengths of medium—masiein(He, O, Si) are smaller than
those of protons and heavy nuclei above0'® eV. Furthermore, iron nuclei have the attenuation
length larger or comparable to the attenuation length dbmup to~3-10%° eV. It has a consequence
that medium-heavy nuclei (& A < 56) should not contribute significantly to the end of UHECR
spectrum, if their sources are not closépc) to the Earth.
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Figure 2.3: Attenuation length depending on energy feiedént nuclei considering the redstafe 0.
Picture comes from [27].

UHECR nucleus can also be spallated during its propagaltiough matter, or most probably
directly in the surrounding medium at their sources. Duting spallation of nucleus the emitted
nucleons have the same Lorentz factor as the origin nuclkhis.has a consequence that the emitted
protons propagate with a half Larmor radius compared to tiginal nucleus. Considering such
protons (rest massy,, energyEp) spallated from a nucleus of charge mass numbeA and energy
Ea propagating through the magnetic field of intendgythe nucleus is bended according to the
Larmor radiusR®:

3To have a clearer notion about the relevant orders of distartbe Galactic center is distant0 kpc, the galaxy in
Andromeda (M42) around 0.3 Mpc, the closest galaxy withvaatiucleus (Centaurus A¥ Mpc, Virgo cluster of galaxies
~20 Mpc and the size of the Universe is several Gpc.
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2.2. EXTENDED HEITLER MODEL OF SHOWER CASCADE

as the spallated protons are bended according to the LaautmsRE:

Rp:&:m‘

=2 =2 (2.9)

The deflection angle of a particle coming from the distanckecan be approximated as~ d x R..

If there is an anisotropy observed on the sky within a radjjat energyEa caused by heavier nuclei
with mass numbeA, the consequent anisotropy can be expected at enefgyA within an angle
2 - apa caused by protons spallated in the surrounding materidleo§ource.

The neutral particles propagate, naturally, fiieeted by magnetic fields. Neutrons, photons and
neutrinos of ultra—high energies can be produced durinG#ie effect of UHECR protons or by inter-
actions with matter in the acceleration region. Neutromsaiao come from the photo-disintegration
and spallation of UHECR nuclei. Neutrinos can propagateutpnout the space without almost any
limitation because of their low cross—section. PhotonyaliteV energies have the attenuation length
about several Mp¢ [28], so photons only from the closestc@sucould be detected at these energies.
Neutrons have the mean lifetimg ~ 10° s, so at EeV energies they can propagate up to a distance
~y-C-mn = 10 kpc. This distance is comparable with the distance betweeEarth and the center of
our Galaxy. At higher energies than EeV, the propagatiotanées of neutrons and photons increases,
however, the rate of such energetic particles steeply deese

2.2 Extended Heitler Model of Shower Cascade

Typical vertical UHECR shower contains around@particles at its maximum covering an area on
ground of tens of krh Three shower components are distinguished in this tha@sie. electromag-
netic (EM) component contains @ndy. The hard component consists of muons and neutrinos, but
mostly only the muon part will be considered in the followiridhe hadronic component is composed
of nuclear fragments and other hadrons near the showerkrgs qualitative description of the devel-
opment of shower cascade, so—called Heitler model, was @M29] considering the EM component
only. Further extensions of the Heitler model (so—calleteBaed Heitler model or Heitler—Matthews
model) followed [30], [31] incorporating the hadronic cade and improving the consistency with
detailed transport MC simulations.

2.2.1 Photon—Induced Showers

Considering just the EM component of a hadron—induced shéweerying ~90% of the shower en-
ergy) or the shower induced by a photon, the subsequentdmstanteractions can be described in
the first approximation as in the left panel of Hig.]2.4. A mhoafter one splitting Iendﬂﬁxo -In2
splits into a pair of electron and positron of equal energlelectrons and positrons are assumed to

“Radiation lengthX, is the amount of matter traversed in material by a chargeticfmbefore decreasing its energy to
the Je of the original energy by radiation losses. Half of enegthien reached aftef, - In 2. In case of & in the air
Xo ~ 37 gcm?. Note that the mean free path for conversiory b ef is very similar ¢9/7X,) to the radiation length of‘e
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(b)

P

n=2

Figure 2.4: Schematic description of the EM cascdelft)(and of the hadronic cascadight). The
number of generation is denoted hyPictures come fronmi [30].

radiate a photon (bremsstrahlung) of half of the electrasi{ppn) energy, again after passixg In 2.

In all cases, two daughter particles are created from onaengfrticle. The daughter particles have
the same energies equal to one half of the energy of mothéclpaafter one splitting length. This
process stops when the energies fall belgw 85 MeV, which is the critical eneréyof electron

in air. Then, aftem radiation lengths the number of particles equals'to Phe shower reaches its
maximum when all particles have energgs, thus the shower enerdsp can be expressed as

Eg = 2Mmax . &8 (2.10)

wherennay is the generation number of shower stage at its maximum. rAisguthat an electron
has half of its energy after passiixg - In 2, the dep@ Xinax @t which the EM component reaches its
maximum is
Xinax = Mmax Xo - IN2 = Xp - In(%). (2.12)
Cc
The important aspect of the Heitler model of EM cascade iatigthat the depth of shower maximum
increases linearly with the logarithm of the primary eneagg that the corresponding elongation rate
valueD is
d(Xhax)

~ d(logEo)
However, the elongation rate of photons using showers g&iwith the transport MC program
CONEX 4.37 [32[_3B] without the so—called preshowerifiget [34,3%] (creation ofepairs in the

~ 2.3 Xg = 85 g/cn?. (2.13)

SAt the critical energy of a particle in a given medium, itsiiation and radiation losses are equal.
5The atmospheric deptk at the altitudeh is defined as

(M)
x_L cos(@)d' (2.11)

wherep(l) is the air density at the altitudeand® is the zenith angle of primary particle.
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magnetic field of the Earth relevant for energies abe®€'®°) gives value around 110/gv? for
the hadronic interaction model QGSJet 11-041[36]. Thi§edence is mainly caused by the fact that
the Heitler model neglects losses of particles during thepagation and it overestimates the actual
ratio of electrons to photons. The number of electrons arsitnpas at maximum is predicted to be
2/3 - 2"max put multiple photons are often radiated during bremshktrmhand many €that range out
are not further considered within this model. Actually, thanber of electronsNg) is predicted to be
~1/10 of 2'max according to detailed MC simulations [n[30].

2.2.2 Proton—-Induced Showers

In case of air showers induced by hadrons, the cascade afdagoparticles is modeled similarly as
the EM cascade, but now in steps of interaction Ieﬂgxhpions/li (right panel of Fig[2Z}). After
traversing onel; a hadron produceBbl., charged pions and/2 Ng, neutral pions. The latter are
assumed to immediately decay (lifetimé@0~1’s) to photons inducing EM showers. Charged pions
continue with interactions after every until their energy equals the critical energy of piaiis All
charged pions of energy belaff are assumed to decay into muons which is a fair approximation
(branching ratio 99.99%, mean lifetime 26 ns):

7t — i+ v, (V). (2.14)

The multiplicity Nep, in 7—nucleon collisions is assumed to be constalg, = 10, andsf = 20 GeV
being reasonable estimates of the values measured at loesgies[[30].

The immediate decay af and the value of? are fair approximations as it can be seen in [Eig. 2.5.
The energy evolutions of the interaction length) @nd of the decay lengthi{) are shown for charged
and neutral pions. The interaction length was assumed tbebsame for charged and neutral pions.

It was calculated as
Mair
Nay o.ﬂ—air(E)

inel

A(E) = (2.15)
with Nay, = 6.022- 10?3 mol! and my; = 14.54 gmol being the Avogadro constant and average
atomic weight of air, respectively. The energy dependefggetastic pion—air cross secti@‘ﬁ];";‘"(E)
was taken from[38]. The distance traversed before the detpipns was calculated as

wherec is the speed of lighty the mean lifetime ang = E,/m, the Lorentz factor of pion with
energyE, and rest mass, (135 MeV forz° and 139.6 MeV forr®). Integrating over the air den-
sity according to the U.S. standard atmosphere madeél [#8fidTay lengthly in mass—overburden
units was obtained. Three production depths of pions (spoeding to vertical atmospheric depth at
altitudes 4, 16 and 32 km a.s.l.) were considered in the plowvs in Fig[2.5. The decay lengtty

"Fairly good approximation in the range of 10-1000 GeV,is 120 gcn? [37].
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depends also naturally on the zenith an@lef pion direction & shower direction) because offiir-
ent amount of atmosphere passed along the path. In the eregiigns wherel; and 14 are similar,
the nuclear interactions afy can compete with its decay only for few first interactions ¢{ECR at
the highest energies. The charged pions of energy betenws of GeV are more probable to decay
before interaction feeding the muon component of the shower
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Figure 2.5: Energy evolutions of interactioh )and decayAy) lengths for charged and neutral pions.
Three production depthsX{;oq = 631,106 and 9 gemP) of pions were assumed corresponding to
vertical atmospheric depths at 4, 16 and 32 km a.s.|. Thnaighzangles @) of pions were considered.
The U.S. standard atmosphere and the approximate enertiiencof inelasticr—air cross section
were assumed according fo [38].

The produced muons decay as
w— € +ve(ve) + vi(vy) (2.17)

with the mean lifetime 2.2s and~100% branching ratio. For instance, a muon with kinetic gyer
equal to its mass (105.7 MeV) traverses in average 1.3 km aBé\l muon over 6 km before it
decays. Thus, only the least energetic muertufdreds of MeV) mostly decay before reaching the
ground. Also note that the number of muons being equal touh&er of pions is fair approximation.
Consider a proton of enerdyy inducing an air shower. Aftarinteractions, assuming again equal
division of energy to produced particles, all charged picasy energy (23)"Eo. The energy of a

single pionE; is then
Eo
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The primary energy, is finally divided at its maximum betweedEM, EM particles andN7, .,
charged pions within this model. Then, denoting the numbemmnstj = NJ . 1t can be written

Eo = &5 N + &5 - Nb. (2.19)

By scaling the number of electrons as before tdMe= NEM /10 the primary energy is

Eo = 10- gg‘(Ng bt Np) ~ 0.85 GeV(N§ +24- Nf). (2.20)

10-£8 *

The important consequence of the last relation is that thegpy energy is easy to calculate, when
both N§ andNf are measured near the shower maximum.

The number of muons at maximum of a proton—induced showebeaxpressed as
Eo\’
NE = N = (Nen)™ = (g_) (2.21)
C

wheren is the number of generations at the shower maximum obtanoed Eq. [2.18) and

~In(Nep)
B = a2 0.85. (2.22)

The relation betweehlf,J and primary energy is well justified by detailed MC simulagagiving
B values 0.85-0.92 [30]. Higher values@fthan in Eq.[(2.2R) can be obtained within the model, if the
interaction inelasticity is incorporated and the multjtli increased([30].

Using Eq. [(2.211) in Eq[{2.20)

Eo, & (Eo\ Eo
© 104 10-53(&5) 10-&¢ (229
as the fraction of energy going to muons can be neglectedrat-high energies.
The depth of shower maximum of proton—induced show@,() can be estimated as
XP o = X +x0-|nL (2.24)
max 3 Nen- £8 '

with an EM shower starting after the depth of the first interaction. Using the parametrized p-air
cross section and the multiplicity of charged particles, élongation rate value Gfcn? is obtained
(smaller tharX},.), which is in good agreement with detailed MC simulationswéver, the absolute
value of X}« is about 10@ycm? below the values from the detailed MC simulations. It can be
explained by the fact that the productionsSfis neglected for subsequent interactions of the primary
particle and also that the leading partictéeets are not considered.

Although the depth of shower maximum and the energy evaiuifdhe number of muons is quite
well estimated just on basic assumptions about the showelatement within the Heitler—Matthews
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model, it can not be used for a reliable comparison with thasueed data. For that, detailed MC
simulations are more convenient as they include all theeaientioned features and other particle
physics &ects extrapolated from the accelerator data. Moreoverdéhailed MC simulations can
predict also the fluctuations in shower properties that cainbe considered within the Extended
Heitler model.

2.2.3 Nucleus—Induced Showers

The superposition model [31] describes the interactiorssrafcleus in the atmosphere in a simplified
way. The shower induced by a nucleus of mass num@ard energyg, is treated as the sum éfin-
dependent proton showers with eneigy/A. The nucleus of higheA has a larger cross section than
a nucleus of loweA and interacts generally earlier in the atmosphere. Dueetditfher multiplicity
(A independent sub-showers) the shower induced by a nuclebges\earlier in the atmosphere than
the proton—induced shower and also more pions, and subsfgogore muons, are produced with
smaller shower—to—shower fluctuations.

The depth of shower maximuix,,,, the number of electronis? and the number of muors/
at maximum of a nucleus—induced shower are then relatectoatiesponding quantities of proton—
induced shower of the same energy as

Xhax = Xhax— Xo - In(A), (2.25)
A _ \P 1-
N =N -A B, (2.26)
Eo/A
NS =A- 108 - N§. (2.27)
C

2.3 Sensitivity of Detectors to Mass Composition of UHECR

The diference in the depth of shower maximum (measured by optitattbes) between showers in-
duced by protons and iron nuclei is estimatecgg,— X€, ~ 150 gcn? using Eq.[2.25). Regarding
the number of muons at the shower maximum, the relatifferdince is I(\IEe— Nﬁ)/NE =56 -1~

0.5 - 0.8 from Eq. [2.26). Accordingly, the showers induced by irartlei contain approximately
more than 50% more muons at the shower maximum than the ptinthuted showers. It must be
acknowledged that the number of muons is measured witlcfgadétectors that are placed at certain
observation level, usually, beyond the shower maximum. &ttenuation length of secondary muons
in air is about 800 g, so a reasonable amount of muons can be still measured oroilnedg But it
needs to be also mentioned that the number of muons on grolyhadf(Fe showers is partly reduced
wrt. proton showers because of the faster development didwess. Altogether, the depth of shower
maximum and the number of muons on ground have a good pdtéartimass composition studies.
On the other hand, from Eq._(2]27), the number of electrotkeashower maximum can provide an
unbiased estimation of the primary energy wrt. the primamgosition.
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Nevertheless, using the detailed MC simulations of showehsced by protons and iron nuclei
the diference in case of the meaghay is about 100 gn? and in case of the meal, measured
on ground £1400 m a.s.l.) about 40%. Naturally, the resolutions of deteinstrumentsg(Xmax)
for Xmax and6(N,,) for N, measurements, play the decisive role in the potential ofexperiment
to discriminate between primary species. Current experiai@bilities ares(Xmay) ~ 20 gen? and
S(N,)/N, ~ 10— 20%.

For ground detectors located at an altitude with verticalcsipheric depttXground (> Xmax), the
number of electrondNg) is attenuated after its maximu§'®) as

_ Xground cos®)-Xmax

Ne= NT*. g~ & (2.28)
e

wherele ~ 60 gcn? is the attenuation length of the number of electrons aftestiower maximum.
The number of electrons on the ground is then expected to b#esnfor showers induced by iron
nuclei than by protons of the same energy since the Fe shoeaark their maximum higher in the at-
mosphere. Therefore a combinationNfandN, measured by ground detectors can be very beneficial
to study the mass composition.

As an illustration of separability of fierent primaries usinmax andN, at altitude of 1400 m
a.s.l., distributions of these two quantities are shownign[E8. For each of three primary particles
(p, Fe andy) 500 showers were produced with the transport MC program EX.NHigh—energy
hadronic interactions were modeled with QGSJet I1-04 asgtimary energies were set to'2@V
and® = 38. Note that the detector resolution was not incorporatede diktribution ofXmax for
proton—induced showers is so wide that it overlaps oveXthg distribution of Fe—induced showers.
Therefore an event—by—event study of the mass compositiprirary particles using only th&max
quantity is actually impossible due to the shower—to—shdiuetuations; even without considering
the dfect of the detector resolution.

To quantify the separability of two primaries, the Merit EadM F (i, |) of two distributionsH; and
H;j, i#], is introduced (e.g. in[39]) as

I(Hi) = (Hp
Jo2H) + o 2(H)

MF(i,]) = (2.29)

expressing the dierence between the meaft$) and(H;) of two considered distributions in units of
the "average standard deviation" calculated from the nagso?(H), O'Z(Hj) of these two distribu-
tions. Higher value oMF(i, j) indicates better separability of primaries.

From Fig[2.6, better separation of primaries seems to beatdle using the totall, measured
by surface detectord/ F(p, Fe)= 2.2, than in the case o, MF(p, Fe)= 1.5. However, the total
N, is quite hard to be measured precisely. Ground detectoimiéd collecting areas sample only
parts of the whole muon component. These particle deteatersisually utilizing the ionization or
the Cherenkov feect that makes them sensitive also to the EM componénaite photons via pair
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Figure 2.6: lllustration of the potential to separate shvireduced by protons, iron nuclei and photons
using the distributions oKnmax (left panel) and of the number of muons with energyl GeV at
1400 m a.s.l. right panel). Simulation program CONEX was used for production of 500tqm
(p), 500 iron (Fe) and 500 photom)(showers of energy 10 EeV ai@l = 38 applying the hadronic
interaction model QGSJet 11-04.

production in the medium). Therefore a shielding of the Eivhponent with some mass overburden
is a necessary complement of the muon dete@td?soduced muons lose in matte?2 MeV of their
energy per gn? (minimum ionizing particles). For instance, the mass owatéen of 250 gom?
(~1.3 m of soil) creates an energy threshold 500 MeV for muomsaasuppression dfle down to
~2% according to Eq[{Z.28). Consequently, only the hardeormaican reach the detectors as the
softer muons are absorbed together with the most of the EMpoasant.

The scatter plots in the left panel of Fig. 2.7 illustratet tifie combined measurementNf and
Xmax Of individual showers, neglecting the detector resolgjdncreases the separability of primary
particles. However, when the detector resolutiof®ma,) = 20 genm? and O(N,)/N, = 20% are
considered in the right panel of F[g. R.7, the separabilitgronaries gets substantially worse wrt. to
the ideal case shown in the left panel.

From the experimental point of view, it is more convenienstiady the first two central moments
of the measured distributions fnax and N, than to fit these distributions as a priori the number
and types of primaries is unknown. The mean value (the firgraemoment){Xmnax), Of a set ofN
primary nuclei with mass numbég (i = 1, ..., N), mean depth of shower maximmﬁﬁ}gxand relative

N
fractionsf; € (0, 1), where}, fi = 1, can be expressed using Hqg. (2.25) as
i=1

N
Kmad = ) Ti - (X)) = K = Xo(In A). (2.30)
i=1

8An alternative to measure the muon component fromuthEM signal would be to measure independently the EM
component with thin detectors and then to subtract it froeqthEM signal.

34



2.3. SENSITIVITY OF DETECTORS TO MASS COMPOSITION OF UHECR

~ 80 ~ 80
= =5
Z Z
i< L <3
L ke}
7.5 . 7.5 -
7.0 [ [d 7.0~ | I
Wre Wre
Oy Oy
6.5 6.5
| | | | | | | | | |
600 700 800 900 1000 1100 1200 600 700 800 900 1000 1100 1200
2 2
Xnax [9/cm’] Xmax [9/cm’]

Figure 2.7: lllustration of the potential to separate priyn@articles using the combined measurement
of N, and Xmax. Left panel shows the scatter plots obtained directly from simulatiand right
panel contains the showers witkinax smeared by Gaussian with the variance &g and N, with

the relative variance 20%. Simulation program CONEX wagldse the production of 500 proton
(p), 500 iron (Fe) and 500 photom)(showers of energy 10 EeV ai@l = 38 applying the hadronic
interaction model QGSJet 11-04.

The last equation means that the mean logarithmic nilasa), can be inferred from the measurement
of the meanXmax. Furthermore, the second central moment of the distribuifdhe logarithmic mass
(spread of primary masses)?(In A), can be deduced [40] from the measurement of the seconchtent
moment of theXax distribution. The two central moments of the logarithmicssién the primary
beam are defined by

N N
(nAy=>"fi-InA, aZ(INA) = 3" fi- (INA = (In A2, (2.31)
i=1 i=1

From Figs[2.B6[2]7 it can be also deduced that showers iddbgdron nuclei have smaller
shower—to—shower fluctuations than showers induced bymsobf the same energy. This can be
roughly understood using the superposition model, whexelémsity of secondary particles of the Fe
shower is averaged over 56 proton—like sub-showers withire@s smaller energy than the energy of
the Fe shower.

As studies of higher central moments generally requiredrigiecision of the measured distribu-
tions and naturally also good reliability of MC predictiommly the first two central moments of the
Xmax distribution are typically used to analyze the current UHREdAta. As the relation between the
measured quantities and the central moments Aflias to be obtained using assumptions about the
details of hadronic interactions [40], the experimentaifigrred(In Ay ando?(In A) sufer with rela-
tively high systematic uncertainties coming fronffeient predictions of dierent hadronic interaction
models.
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Figure 2.8: Left panel: Umbrella plot. Relation between the variance of the loarit mass,
0'2(|n A), and the mean logarithmic masn A), is illustrated for two components in red, for three
and four components in black. All possible compositions,dfi@, N and Fe with relative abundances
in steps of 1% were considereRight panel: Possible fractions of primary proton,(in blue) and
possible fractions of iron nucleiffe in red) for all four component scenarios with primary fraos

in steps of 1% satisfying 2 o?(In A) < 3 as a function ofin A).

The importance of the measurementodfin A) can be seen in the left panel of Fig.]2.8 where
the "phase space" of?(In A) and(In A) is depicted for all mass composition scenarios of p, He, N
and Fe with relative abundances in steps of 1%. The combimatf only two primaries are shown
in red. For instance, measuring the valuerdin A) between 2 and 3 would suggest the presence of
protons and iron nuclei in the studied sample of showersnTthe possible fractions of protons and
the possible fractions of iron nuclei can be estimated frioeright panel of Fid. 2]8 for any measured
value of{In A). In this plot, these possible fractions are depicted for emybination of the four
primaries in steps of 1% satisfying<02(In A) < 3.

Of course, every such a deduction can be made only by the pisanthat the measured quan-
tities after the transformation tn A) ando?(In A) lie inside the region indicated in the left panel of
Fig.[Z.8. In other words, this "umbrella" plot restricts@athie measurable values of quantities that
can be transformed tn Ay ando?(In A) for certain hadronic interaction model. This provides the
opportunity for testing the predictions of hadronic intgian models.
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Chapter 3

Pierre Auger Observatory

The largest experiment ever built that measures extensigh@awvers induced by UHECR, the Pierre
Auger Observatory, is briefly described in this chapter. iAs&rument is described in more detail in
[22]. The physics results achieved at the observatory tigatedevant for the content of this thesis are

emphasized at the end of this chapter.
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Figure 3.1: Schematic view of the Pierre Auger Observatbhe array of gray points represents the
positions of stations of the surface detector. The namedlobdescence detector buildings are shown
in blue together with the illustration of azimuthal field aew of the individual fluorescence tele-
scopes. Positions of stations for atmospheric monitoriegrearked in red. The location of additional
radio detection stations (AERA) and of the enhancementeofitlorescence detector (HEAT) are also
shown together with the position of the Central Campus.uirkotomes from [41].
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3.1. SURFACE DETECTOR

The observatory was built in Argentinian Pampa at altitudeua 1 400 m a.s.l. in the province
Mendoza, near the city Malargue, to observe UHECR arrivimgidantly from the southern sky. The
ground detection of secondary particles with water Cherenletectors covering an area of 3 000%km
is combined with the optical observation of the emissiomtligroduced in the atmosphere using
fluorescence telescopes. The fluorescence detector lysildimround the array of surface detectors
at 4 sites (see Fig._3.1). The construction of the obsenyatiarted in 2001 and after the era of the
Engineering Array([42] the observatory started to coll@igstific data in 2004. The deployment of
the designed observatory with 1 600 tanks and 24 fluoresdeteszopes was finished in April 2008.
Nowadays, including additional enhancements to extendrleegy coverage down tal0'’ eV, more
than 1 660 water Cherenkov stations and 27 fluorescencedples are installed in total. The Pierre
Auger Collaboration is a community of more than 500 memben®ifLl7 countries.

Besides a huge aperture (volume of atmosphere availabhfawer detection), the uniqueness
of the Pierre Auger Observatory lies in the simultaneougiiadion of cosmic—ray showers with two
different detection techniques. In the so—called hybrid measemt, the arrival time of shower to
the ground registered by at least one station of the surfeieetbr is used to constrain the longitudi-
nal profile of shower that is reconstructed with the fluorasedelescopes. Such longitudinal profile
provides a very precise measurement of the EM component @ascéidn of atmospheric depth and
consequently a precise measurement of the shower energgo, the events reconstructed simul-
taneously with surface and fluorescence detectors (sedc@lblden events) are used to calibrate the
surface detector signal by the energy measured with theeBaence detector. The previous giant—
array experiments (e.g. AGASA [43]) relied on the MC preidics for the energy calibration of the
surface detector signal. This was shown to be very quedtierecause of the persisting incapability
of MC simulations to reproduce the signals of ground array/& avill be further discussed in this
thesis.

3.1 Surface Detector

The Surface Detector (SD) at the Pierre Auger Observatongists of 1 600 water Cherenkov sta-
tions. These particle detectors are aligned in the regritargular grid with 1 500 m spacing repre-
senting the main detector covering 3 000%nS$ince September 2011, there are also more than 60
stations deployed in the denser grid with spacing 750 m -,InBlar the FD site Coihueco, allowing
to observe showers with energies downttD!’ eV at area 23.5 ki

In each station, 12 fof purified water (1.2 m deep cylinder placed on area ) form the
radiative medium for Cherenkov photons. These photonsrauped by charged particles traversing
the medium with velocity higher thazyn wheren is the refractive index of water1.33 andc is the
speed of light in vacuum. For muons the energy thresholdrfmtyction of Cherenkov photons equals
to 160 MeV. The produced photons are reflected from the indlswf the tank and, in the end, they
are collected by 3 photomultipliers (PMTSs) of 9 inch diamgikaced at the top of the station. The
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3.2. FLUORESCENCE DETECTOR

schematic description of the instrument of one water Chenestation is shown in Fig._3.2. The
signal in the SD station is sensitive to electrons, gammiasation of € pairs) and muons as well.
The induced signal is measured in VEM (Vertical Equivalentdv) units, which is the signal induced
by a single muon of energy 250 MeV penetrating the detecteeitical direction.
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Figure 3.2: Description of the water Cherenkov station olggdl at the Pierre Auger Observatory.
Cross—section of the cylindrical tank with accessoriee@ated. Picture is obtained from [42].

The direction of the shower axis and the position of the smm@ are obtained from the
recorded signals and trigger times at each of the triggetsbss. The direction of the shower axis
is then reconstructed with a resolution better thaat110 EeV [44] (depending on the number of hit
stations). The main SD has an equal probability0(95) to trigger showers induced by protons and
iron nuclei for energies above ¥ eV. Analogously, in case of the Infill array the trigger reesh
almost the full fficiency above 18- eV. The zenith angle is covered from 0 to°@@ case of the
main array and from 0 to 55n case of the Infill. More detailed description of the SD atsdtiigger
conditions can be found in [45].

There is also a possibility to reconstruct horizontal°(620 < 80°) events[[46]. For such high
zenith angles the signal in the SD is induced dominantly bpmswas the EM component is already
too much absorbed in such atmospheric depth&870 gcnv).

3.2 Fluorescence Detector

The Fluorescence Detector (FD) collects the emitted fleerese light of nitrogen molecules (300—
400 nm) that were excited and ionized by charged secondatiglpa. The amount of emitted light is
actually proportional to the energy deposit of secondaggtebns. The emission induced by muons is
at 1% level wrt. total amount of fluorescence emission bexatitheir very low ionization losses. The

!Position where the shower axis intersects the ground.
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3.2. FLUORESCENCE DETECTOR

fluorescence emission is isotropic compared to the coléch&herenkov light that is also produced
during the propagation of secondary particles in the atimexsp Therefore, the produced fluorescence
light can be observed from wide observation angles and &amces. Together with the background
noise, the direct and the scattered Cherenkov light neetie gubtracted from the total signals in
the FD; especially for showers hitting the ground in directiowards the aperture of a fluorescence
telescope. The fluorescence light is very weak and therg¢fi@rélata taking is limited to nights with
the moon fraction below60%. It has a consequence that the duty cycle of the totaliimely about

13 % on the contrary to the almost fullyfieient SD.

Each of 4 fluorescence detector buildings is composed of 6efigence telescopes. These build-
ings are situated at top of 4 small hills to observe the atimasp volume above the SD array by
each telescope 30n the horizontal direction and 1.4-30h the elevation. The schematic illustration
of one FD building (left) and one fluorescence telescopétyis shown in Fig[Z313. The light after
passing the UV filter is reflected from the segmented mirrbtstal area~13 n? to the array of 440
hexagonal PMTs, each covering a region of x5..5° of the sky. A pixel triggered by EAS provides
information about the number of detected photons (the digbsnergy) and the time of detection
at certain longitudinal direction of the shower. More dethidescription of the FD and the trigger
hierarchy is given in[47].

Another 3 fluorescence telescopes, denoted as High ElevAtiger Telescopes (HEAT) [48],
were installed at Coihueco site with a possibility to tileth upwards observing higher parts of the
shower development. This is important for low energy sheweith the shower maximum outside
the standard field of view of the telescopes and it improvesrdfiability of reconstructed shower
properties.

/ mirrors
UV filter

camera

shutter

Figure 3.3:Left panel: Schematic top view of the fluorescence detector buildindy Wibays con-
taining fluorescence telescop@dght panel: Schematic side view of the fluorescence telescope with
major parts of the instrument described. Pictures are rdxafirom [47].
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3.3. SHOWER ENERGY

As the Pierre Auger Observatory utilizes the atmospherehagya calorimeter, it is necessary to
monitor the atmosphere accordingly. Vertical Aerosol €gdtDepth (VAOD) reflects the content of
aerosols in the atmosphere that can dilute the observedudimal profile of shower substantially.
VAOD is measured on an hourly basis using two central lag#itfas (CLF, XLF) and cross—checked
by lidars that operate at each FD site. Clouds can suppredsitsignal or increase the background
due to the light scattering in the cloud. Therefore the ckoace monitored with infra cameras and
with background-light cameras of fish—eye shape at eachtEDie cloud coverage is furthermore
checked by the Geostationary Operational Environmentall§as. The atmospheric properties, such
as the air density or the air humidity, are obtained from @ldbata Assimilation System every three
hours. The atmospheric parameters monitored by thesaiinstits are taken into account in the
shower reconstruction. More information about the atmegphmonitoring at the Pierre Auger Ob-
servatory can be found ih [49].

Using the hybrid reconstruction, the direction of the shoswés is reconstructed with a precision
typically well below  and the core location within 200 m depending on the obsenvatbnditions
(atmosphere, shower geometry wrt. telescope apertune &tee depth of shower maximum can be
obtained with a precisior20 gcn? applying the quality cuts.

3.3 Shower Energy

The energy of EAS is one of the most important informationutlibe primary particle inducing the
shower. Determination of the shower energy has impact douaaspects of UHECR study (energy
spectrum, elongation rate, energy threshold for anisgtsgarches etc.) and therefore its precise
measurement is of a crucial importance.

3.3.1 FD Energy

The detection method based on the emission of fluorescagitdriom nitrogen molecules is not only
an interesting and elegant detection technique, but isis alvery accurate mean of estimation of the
shower energy. The knowledge of the fluorescence@/m function of air pressure, air temperature
and air humidity allows to convert the signal induced in tileghotomultiplier (colored pixels in left
panel of Fig[3}4) to the deposited energy at certain demthgathe shower axis. The calorimetric
energy of EAS is then inferred integrating the longitudipadfile of the deposited energy. The longi-
tudinal profile (energy losse€fdX as a function of the atmospheric depthis approximated by the
so—called Gaisser—Hillas functidn |51] (see right pand¥igf[3.4) as

Xmax—Xg
X —=Xo ) T e

_ 1 3.1
Xmax - X0 ( )

dE de
00 = 5 Otwa-

°The fluorescence yield is the number of photons of given vemggh (usually 337 nm) emitted by 1 MeV of the
deposited energy in the air of normal conditions (1013 hR&,KR). The most precise measurement so[fai [50] gives the
value 561 + 0.06sa + 0.215y5; photongMeV.
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3.3. SHOWER ENERGY

whereXmax corresponds to the depth of shower maximum Hpdl are other fitting parameta.s
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Figure 3.4:Left panel: An example of EAS reconstructed with two fluorescence teless at the
Pierre Auger Observatory. Color of pixels denotes the tieggience of detection (from purple to red).
Red point corresponds to the position of the shower maximongahe shower axis (red linefRight
panel: The reconstructed longitudinal profile fitted with the Gars$lillas function. The pictures
were obtained using the code EventBrowser provided in tiokgee Advanced Data Summary Tree

(ADST) [52].

Because of low ionization losses of muons, the size of tharicagtric energy is actually the size
of the electromagnetic component only. Therefore it is Bdad correct the calorimetric energy for
the part of energy that is carried away by muons, neutrindshadrons (so—called missing energy or
invisible energy) to obtain the energy of the whole shotgs measured by the FD. The missing en-
ergy at the Pierre Auger Observatory is inferred using Gokdents. It is assumed to be proportional
to the muon shower size [63], which is estimated using thei§ias[54]. This method is illustrated
in Fig.[3.3. Note that the missing energy inferred using treasared data is higher than the MC
predictions by~30%.

The systematic uncertainty &gp due to the correction for missing energy is 3 % at®16v
and 2% at 1& eV [54]. The total systematic uncertainty of the FD energgorstructed at the
Pierre Auger Observatory is estimated to be 14 % [55] anddbisinated by the uncertainty of the
absolute calibration of the PMT respo&eﬁhe resolution oEgp is estimated to be 7-8% [65]. The
reconstructed energy has very small bias wrt. the mass csitiggoof primary particles since the
calorimetric energy is formed dominantly by the EM compdneae also Eq[{2.27).

The weak point of the fluorescence detection lies in the faat the fluorescence light is not
very bright and can be easily overwhelmed by the backgroigid.| Attention is thus paid to a
continuous monitoring of the background light intensityincg the light can be also lost in clouds
or scattered on aerosols the atmospheric monitoring playgyaimportant role at the observatory.

3Xo is usually referred to as the position of the first interagtiout in the Gaisser—Hillas fit it may become even unphys-
ical negative values. The paramefiarflects the steepness of increase and decreadg/@X dvith X.

“Note that the systematic uncertainty improved considgrdim 22 %) in 2013 mainly due to the precise measurement
of the fluorescence yield [55].
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3.3. SHOWER ENERGY

Another important issue is the stability of the FD resportsa shower and its absolute sensitivity.
Therefore the relative calibrations of PMT responses arfopeed every night before and after the
data taking to reflect the actual conditions for the FD meament. These relative calibrations are
related to the absolute calibration which is performedgitiie homogeneous source of light of known
intensity; approximately once per year.

Invisible Energy Correction
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Figure 3.5: The correction factor of the missing energytiadao the shower enerdy, depending on
the logarithm of the calorimetric enerdit,. The Golden events in a bin of the ground signal and in
a bin of DX = Xground— Xmax Were used. The picture comes framI[54].

3.3.2 SD Energy

The dependence of the sign8l)(measured in the SD station at the perpendicular distande the
shower axis is called the Lateral Distribution Function f)DIt can be described by the modified
NKG type function [[56] 5/7] of general form as

S(r) =k- (rl)_ﬁ : (1+ L)_ﬁ (3.2)

s Is

where the parametdereflects the shower size, the parameias the LDF slope ands was set to
700 m for the array spacing (1500 m) of the Pierre Auger Olagery. The geometry of the SD
alignment has a consequence that the optimal distance freishiower core where the uncertainty in
the signal estimation due to a lack of knowledge of the LDFiisimized approaches about 1000 m.
lllustration of this statement with a simulated shower isveh in Fig.[3.6 for diferent LDF shapes.
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3.3. SHOWER ENERGY

ThereforeS(1000 m), denoted aS(1000), is used as the shower signal in the SD that is directly
related to the shower energy at the Pierre Auger Observatory

10?
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Figure 3.6: Reconstructed LDF of NKG type for 5@fdient values of the LDF slope for a single MC
shower. The inset plot shows the relationship between thweshsize and the LDF slope, from which
the optimum distance can be derived analytically. Pictsi@btained from[58].

Nevertheless, showers of the same energy butfééréint zenith angles inducefiirent signals
in the SD due to the flierent amount of atmosphere passed before reaching thedgrohis dfect
is corrected using the Constant Intensity Cut (CIC) metl®].[The method is applied to the mea-
sured data only. It utilizes the fact that cosmic rays artragic at lower energies and therefore also
the integral intensity of cosmic rays above a certain lowgnés isotropic. At first, all events are
ordered in bins of cd$®) according to the value d8(1000). Then, every'" value (arbitrary cut
corresponding to a flux above a certain energy$(000) is selected for every bin in ¢g®) to sat-
isfy the isotropic assumption. The obtained dependenc&1d00) on the zenith angle (attenuation
curve) is shown in the left panel of Fig. B.7. This dependascssually fitted with quadratic or cubic
function in cod(®). Assuming that the shape of the attenuation curve doesepsirdl much on the
shower energy (within few % [60]) only a single shape of theratation curve (so—called CIC curve)
is needed to correct the SD signals of all the detected sisowére median of the distribution of the
zenith angle of UHECR with energy above 3 EeY £ 38°) was chosen as the reference angle to
convert the correcte®(1000) to the shower energy. This paramegy, is actually the parameter
S(1000) induced by the shower of the same energy, but witheéh@lzangle 38.

In case of the Infill, where the spacing of stations is sm&i&0 m), the optimal distance and the
reference angle are 600 m and 3gespectively. The parameter used for the estimation ofhlogver
energy is denote&3zs. For the inclined showers the parameigg is obtained applying muon maps
to incorporate the geomagnetiffexts on the propagation of muons|[46].

The hybrid structure of the Pierre Auger Observatory presid great opportunity to calibrate the
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Figure 3.7:Left panel: The attenuation curve (quadratic fit) of the SD signal withitteangle inferred
at ~7 EeV. Picture comes from [61Right panel: Signals in the SD3g for the main array within
60°, N1ig for the main array with 62 < ® < 80° and Sgz5 for the Infill within 55°) calibrated with
the FD energy Erp) for high quality Golden events. The Maximum Likelihood faie also shown.
Picture comes fromi [44].

SD signal by the precisely measured FD energy. This caidirgirocedure assumes the relation
Erp = a- (Ssg)" (3.3)

wherea = (0.190+0.005) EeV and = 1.025+ 0.007 [44] are the calibration cfiicients for the main
array inferred from the Maximum Likelihood fit. High qualitgolden events were selected for the
calibration procedure and they are plotted in the right pafieig.[3.7 for the main array (black), Infill
(blue) and inclined showers (red) together with the Maximtikelihood fits. The value of the fitted
parametebin Eq. (3.3) for corresponding reference signals was arduindll three cases. Threshold
energies to trigger showers induced by protons and irorenudth the same probabilities are 3 EeV,
0.3 EeV and 4 EeV for the main array, Infill and inclined shasyeespectively. The importance of
this calibration procedure lies in the independence on Malkitions. The energy resolution of the
Esp for the main array is estimated to be 17-12% improving witbrgn [55].

3.4 Selected Physics Results of the Pierre Auger Observator

The measurements of the Pierre Auger Observatory that Brearg for the content of the thesis
are shown and briefly discussed in this section. The prawgpssi measured and simulated data is
concisely described e.g. in[62].
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3.4. SELECTED PHYSICS RESULTS OF THE PIERRE AUGER OBSERVANO

3.4.1 Energy Spectrum

The spectrum of cosmic rays measured by the Pierre Augemr@isey span over almost three orders
of magnitude in energy. The low energy part (abové’ 2@V) is obtained by the Infill, followed by
the hybrid spectrum (above ¥ eV) and the spectrum collected by the main array (abov&>1€V)

and it is complemented with the spectrum of inclined eveat®ye 168¢ eV). The individual spectra
of these four measurements are shown in the left panel airdtlezall combination in the right panel

of Fig.[3.8.
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Figure 3.8:Left panel: Spectra of cosmic rays measured by the Pierre Auger Obseyuaging SD
and hybrid dataRight panel: The combined spectrum of the Pierre Auger Observatory hegetith
indicated number of detected events. Note that the flux idipfied by E3 to better visualize the
change of the spectral index. Pictures come from [44].

The spectra of all four independent data samples are censishd two main features are clearly

visible: the so—called ankle at energy 08’ eV (~5 EeV) and the steep decrease of the flux above
~10'°5 eV (~30 EeV). The ankle is formed by hardening of the spectrum exgées above 167 eV.
In case of pure proton primaries, this spectral featuredcbalexplained by the so—called dip model
[63] where such a "dip" in the spectrum is a consequencé pé# creations on the cosmic microwave
background. An alternative explanation [64] of the ankliéstransition from the Galactic component
of cosmic rays (below the ankle energy) to the Extragalasimponent of cosmic rays (above the
ankle energy) with a smaller spectral index. The latter axglion of the ankle does not need any
assumptions about the UHECR composition. The origin of thideacan be also explained by a
photo-disintegration of ultra—high energy nuclei in thgio@ surrounding the UHECR accelerator
[65].

The steep decrease above0'®° eV is confirmed at a more than 20c.l. [66]. Two alternative
explanations are discussed in the literature most fretuéltie first one describes this steep decrease
as the consequence of the GZKeet of protons described in Sectibn 211.3. The other altema
interprets this spectral feature as the consequence detinenergies to which the UHECR sources
can accelerate UHECR nuclei.
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3.4. SELECTED PHYSICS RESULTS OF THE PIERRE AUGER OBSERVANO

3.4.2 Mass Composition

Studies of the mass composition of primary particles udiegnieasurement &f,ax (EM component
from FD) and the measurement of the maximum of muon produatepthXf,,, (muon component
from SD) are presented in the following text together with $kudy of correlation between the ground
signal andXmax. Moreover, an excess of muons observed with the Pierre ADbeervatory data wirt.
MC predictions is also discussed.
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Figure 3.9: Energy evolution of the mean of tkgax distribution (eft panel) and the squared root of
the variance of th&max distribution fight panel). MC predictions for showers induced by protons
and iron nuclei are shown for three models of hadronic istéras. Pictures come from [67].

Depth of Shower Maximum

It was shown in Se€. 2.2 thit, . is sensitive to the mass composition of primary particlaszi¢).[3.9,
the first two central moments of the measured distributidnX,@y for hybrid showers measured at
the Pierre Auger Observatory are plotted as a function ofgsneComparing with MC predictions
of three models of hadronic interactions (QGSJet 11-04 aROE-LHC[68[ 69] are tuned with the
LHC data (run 1), whereas Sibyll 2.1 [70] is not), it seemst tifie mass composition of UHECR is
getting lighter up to energy2 EeV where UHECR could be dominated by proton primaries. For
energies above?2 EeV, the mass composition is getting steadily heavier initheasing energy up to
~40 EeV. The cuts removing théfect of the limited field of view of the fluorescence telescopéh
respect to various shower geometries were applied togefitieiselection cuts ensuring high quality
of the reconstructe®max and no bias iNXpmax wrt. the mass composition of primary particles|[67].
The systematic uncertainty in case(¥fay is estimated to be below 1@ay? for all energy bins and
in case ofo-(Xmay) about few gcm? which is even smaller than the statistical uncertainty. rébgh
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tests of the presented systematic uncertainties wererpatbin [67]. The resolution of thiXax
measurement improves with energy and was estimated to be Bél gcn? above the ankle energy.
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Figure 3.10: Energy evolution @i A) (top panel§ ando?(In A) (bottom panels for three models
of hadronic interactions. Picture comes froml[67].

The interpretation of th&X,ax measurement using the first two central moments éf\was pre-
sented in[[40]. Their dependence on the shower energy feethrodels of hadronic interaction
models is shown in Fi¢._3.10.

The plots ofIn Ay in upper panels of Fi§.3.10 visualize, what was alreadyestich Fig[3.9, that
the mass composition of cosmic rays is in average lightestral the energy 2 EeV. Approximately
(considering all the three modelg)n Ay decreases from the value in the range &9 ({nA) < 1.5
to the minimal value in the range ofO(In A) < 1 at the energy 2 EeV. Beyond this energy, the value
of {In A) increases steadily up to the value in the range.B&l(In A) < 3.

The variances of IA (bottom panels in Fid._3.10) fier naturally with higher statistical errors
than the means of IA. Note that the variances of lafor QGSJet 11-04 even become negative which
are unphysical solutions. Thus, an arbitrary systemaiit sho?(In A) by +1.0 at all energies for
QGSJet 11-04 can be considered to obtain physically reddenalues witho?(InA) > 0. Then,
when only the statistical uncertainties are considerddhede models together constraiim Ay and
a?(InA) as

e l0g(Erp) = 17.8-17.9: 05 < (InA) < 1.5 and 10 < o?(In A) < 2.0,
e log(Erp) = 182 -183: 00 < (InA) < 1.0 and 15 < c%(InA) < 3.0,

e 10g(Erp) ~ 19.6: 15 <(InA) < 3.0 and 00 < o%(In A) < 1.0.
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Note that logErp) = 182 — 183 corresponds to energies around 2 EeV whéré\) reaches its
minimum. These three ranges @f(In A) are used in Fig_3.11 to plot the corresponding possible
fractions of protons and iron nuclei as it was demonstratédesend of Section 2.3.

Iog(EFD) =17.8-17.9 Iog(EFD) =18.2-18.3 Iog(EFD) ~19.6
W 1001~ [ 1 mr

<InA> <InA> <InA>

Figure 3.11: Possible fractions of protorfg i blue) and possible fractions of iron nucldiin red)
for all combinations of four primaries (p, He, N and Fe) inpst®f 1% depending ofin A). These
possible fractions are depicted only for combinations @hpries satisfying 1< o?(In A) < 2 (left

panel), 1.5 < o%(In A) < 3 (middle panel) and 0< o?(In A) < 1 (right panel). The ranges ofin A)

estimated from Fid._3.10 are indicated by black lines.

Analogously to the left panel of Fif. 2.8, all combinatiorfsf@ur primaries (p, He, N, Fe) in
steps of 1% were considered to fill the region in thé((n A), (In A)) plane. Then, from the measured
ranges ofr-2(In A) and(In A), the possible fraction of protons is estimated to increase f15-85%
at~0.7 EeV to 50-90% at the energy EeV. Beyond this energy, it decreases down to a value below
20% at the energy40 EeV. Similarly, the possible fraction of iron nuclei idiggated to be below
20% at~0.7 EeV and below 25% at the energ® EeV. At the energy-40 EeV, the fraction of iron
nuclei can be 40% at most.

Following the Xmax distributions published in [67], the most probable fractiof the assumed
primaries were inferred in_[71]. For each energy bin, the sneedXqax distribution was compared
with combinations of simulatedax distributions of four diterent primaries (p, He, N, Fe) to find
the most probable combination of these primaries that descthe measuredy, .« distribution. The
results are shown in Fig._3112 for three models of hadrorteractions together with the p-value of
the Maximum Likelihood fits. Note that up to the energg0'® eV all three models of hadronic
interactions estimate the proton plus helium fraction tabeve 50%.

Maximum of Muon Production Depth

For showers with the zenith angle around® @Be signal reconstructed in the SD is dominated by
the muon component as the EM component is highly absorbeldeimtmosphere. The secondary
muons propagate through the atmosphere approximatelyg atoaight lines with the speed of light.
Since these muons come from decays of charged pions and, keingroduction carries information
about the high energy interactions of hadrons and therefigiesome information about the type of
the primary particle.
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Figure 3.12: Energy evolution of the primary fractions inéel from the comparison of measured and
simulatedXmax distributions for four primary particles (p, He, N, Fe). Tiealue corresponding to
the Maximum Likelihood fit is shown in the undermost panelr €ach energy bin the points of the
three models were slightly shifted for better visibilityiclire comes fron [71].

A geometric reconstruction (see the schematic drawingenefi panel of Figl_3.13) of the muon
production depth (dependence of the number of produced snanrthe shower depth) is possible
at higher energies>( 10*° eV). At such energies, the muon density on ground faently high
even for distances far from the shower core. When the showigrisobtained from the standard
SD reconstruction, the distandecan be derived from the timeftierence between the arrival of the
shower front and of the individual muons. It provides infation about the position of the production
of muons along the shower axis. Single muons induce shakespi the signal trace whereas the
response of the shower front including also the EM compofremh the decayed muons is much
broader in the signal trace. Therefore, the selection despin the SD signal trace provides the
opportunity how to select signals of the individual muons.

Events with 58 < ® < 65° and energy higher than 20 EeV were selected for the studyeof th
muon production depth by the Pierre Auger Observalory [F@t.about 500 events, the signal traces
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Figure 3.13:Left panel: Schematic drawing of geometric reconstruction of the muamuyction
depth. Right panel: Energy evolution of the mean maximum of the muon productieptld for data
of the Pierre Auger Observatory. Number of events in enengy &re indicated. The MC predictions
for two primaries and two models of hadronic interactiors @epicted as well. Pictures come from
[72].
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Figure 3.14: Energy evolution of the meaminferred from(Xmax and({X4,. measurements using
QGSJet [I-04 1eft) and EPOS—LHCr{ght). Values of{In A) for showers induced by protons and
iron nuclei are indicated by thick horizontal lines. Pietsicome from[72].

collected by stations farther than 1700 m from the showee gare used to reconstruct the muon
production depths. The depth, at which the maximum of predumuons X,,,) is measured, is
sensitive to the type of the primary particle. A comparisbthe measured data with MC predictions
is shown in the right panel of Fi§._3113. Note that for the mMddeOS-LHC the data points lie
outside the region between the predictions for showersciedlbby protons and iron nuclei. However,
this inconsistency can be explained |[73] by tuning of thenpiliffraction for which only indirect
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measurements of old experiments are available. This matdit does not substantiallyfact other
shower observables 2&,a« Or particle densities on ground.

The mean IrA obtained from{Xmax and({Xk,a0 measurements is plotted as a function of energy
in Fig.[3.13 for the two models of hadronic interactions titethe LHC data. The interpretations of
the SD and the FD measurements are inconsistent for botl thedels. A smaller tension between
these interpretations is obtained in case of QGSJet 11-84 th case of EPOS-LHC. The results
indicate that further tuning of models of hadronic intei@ts is still needed at accelerators to draw
conclusions about the mass composition of cosmic rays franx},.,, measurement. On the other
hand, measurements X¥f, ., can be used to test the models of hadronic interactions.

Correlation between Ground Signal and Depth of Shower Maxinum

The mass composition of primaries can be addressed alsg t&@ncombined measurement of the
ground signal $1000) andXmax of Golden events. The variance of the mass number can beddfer
from the correlation cd@cient (g) between these two quantities according[td [74] when thermuo
shower size aniXmax were considered. The application to the data of the PiergeA®bservatory
was performed in[[75] for energies #91°0 eV and zenith angles°0- 65°. The ground signal
was corrected for the dependence on zenith angle and emkggied ass*(1000), andXmax was
corrected for the energy dependensg (). Fig.[3.1% shows the comparison of the measuggdith

MC predictions ofo-(InA) = {In? A — (In A)2 for two models of hadronic interactions. The MC
predictions were considered for all possible relativetfoas of four primaries (p, He, O, Fe) in steps
of 10%. For the single-mass composition of primary partialg is positive or close to zero, whereas
for the mixed composition scenariog becomes negative. The data of the Pierre Auger Observatory
indicate a mixed composition of nearby masses and exclingggure proton composition with more
than 50
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Figure 3.15: The correlation cfirient between the ground signal and the depth of shower mewim
for energies 18°-10'°C eV compared with MC predictions for EPOS—-LHEff) and for QGSJet II—
04 (right). All possible relative fractions of four primaries (p, H®, Fe) in steps of 10% were
considered. Pictures come from[75].
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Excess of Muons

As already indicated, on one hand, the mass composition &CRIcan be inferred by assuming the
validity of certain model of hadronic interactions. On thkey hand, UHECR data provide an oppor-
tunity to test the reliability of these models. When the noeaed data lie outside a region restricted
by MC predictions for showers induced by protons and ironleiugith certain model of hadronic
interactions, there is a strong indication that somethingriong with this model (e.gr?(In A) for
QGSJet 11-04 in Fig_3.10 an@n Ay from (Xf,a0 for EPOS—-LHC in Figl-3.14). Whereas the longi-
tudinal profiles of the EM component (FD data) seem to be desthby MC quite well[[76], there
are significant discrepancies in the predictions for dessaf ground particles (SD data) at the Pierre
Auger Observatory that are attributed to the lack of muongl@ simulations. These discrepancies
are observed for verticaB(< 60°) as well as for inclined® > 60°) Golden events.

1.0

2 ‘ ‘ g ‘ ‘ o Epos LHC E=10¥eV,0 = 67°
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Figure 3.16:Left panel: Rescaling of the number of muornB,) depending on the rescaling of the
energy scaleRg) needed to describe the Golden events of the Pierre Augegr@iery at energy
1019 eV for ® < 60°. Picture comes fromi [77]. The mixed composition corresgaiudthe best—fit
combination of p, He, N and Fe primaries describing the lutfijnal profiles.Right panel: The mean
logarithm of the rescaling of the number of muons vs. the nuEgpih of shower maximum inferred
from inclined Golden events at energy'i@V. Picture comes fron [78].

In case of the vertical Golden events, MC showers with thgitadinal profile very similar to
the longitudinal profile of the measured FD data arount? 8 were used for the comparison of
corresponding simulated and measured signals in the_SD [firthe left panel of Fig_3.16, the
necessary rescaling of the number of mudRg (n MC is plotted vs. the rescaling of the energy scale
(Re) needed to describe the measured data. Including the sytenmcertainties;-10-50% higher
number of muons is needed in case of EPOS—LHC and 30-80%e&nta3GSJet 11-04.

For the inclined Golden events, the shower energy is olddien the FD and the muon content
from the SD as the EM component is highly absorbed in the gihere. In the right panel of Fig. 3116,
the mean logarithm of the rescaling of the number of muonsoitaal vs. the mean depth of shower
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maximum for showers at #6eV. Note that the measured data lie above the MC predictmre) if
the systematic uncertainty is considered. Including tistesgatic uncertainty;,5-50% higher number
of muons is observed compared to EPOS-LHC and 15-65% to QGS34.

To summarize, in any analysis concerning the number of mti@tsvas performed at the Pierre
Auger Observatory so far, a significant deficit of muons iseobsd in current models of hadronic
interactions.

3.4.3 Searches for Anisotropy

Clustering of events on the sky could reveal directions efrthources. It can be caused by neutral

particles (neutrons, photons or neutrinos) or by lightipkas at the highest energies. Three types of
anisotropy are usually distinguished according to the Emggcale at which the search is performed:

small-scale within few degrees, medium—scale at aroursdakdegrees and large—scale at more than
about 40 degrees.

Searches with Neutral Particles

The neutral particles are not deflected in magnetic fieldglaumltheir arrival directions point directly
to their sources. ldentification of EAS induced by a neuteatiple is therefore of high scientific
importance.

Showers induced by photons could be distinguished from hiogvers induced by protons ac-
cording to the deepeXnax Or much smaller muon signal. The SD measurement at the Pieiger
Observatory provides a large exposure to search for phoRimston candidates are identified accord-
ing to the curvature of the shower front and rise-time of tlgaals in water Cherenkov statioris [79]
indicating young showers deep in the atmosphere (substgmition of the EM component on the
ground). Hybrid measurement has a lower exposure becatise lofver duty cycle, but it has a lower
energy threshold than the main SD. Most importantly, it olseX,4x that can separate well between
a shower initiated by photon, or hadron (left panel of Ei@) 2.

No clear photon candidates have been observed by the Piager/fbservatory [79]. Limits
on the photon fluxes from the both mentioned types of measamtrare shown in the left panel of
Fig.[317. Even a multivariate analysis [80] combining ttiz&hd the FD observables with a higher
separation power between the photon— and hadron-inducggeshranging in energy from 16 ev
to 1085 eV did not find any clear photon candidate. Nevertheless, résult is very interesting,
since the limits set by the Pierre Auger Observatory aret®riough to actually rule out most of the
so—called Top—down models as the dominant source of the URH&@in.

Showers induced by neutrinos can be distinguished fromabeom— and photon—induced showers
only for inclined events since the neutrinos can induce ginswnuch deeper in the atmosphere than
the showers induced by hadrons and photons due to their yvéaldracting nature. I [81] two
types of neutrino detection were considered accordingea#mith angle. Downward—going showers
include showers with 60< ® < 90° induced by neutrinos of all flavors with charged—current and
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Figure 3.17:Left panel: Upper limits on the photon flux measured by various experimerhe latest
results from the SD and hybrid measurements of the Pierre AO@servatory are shown with black
and blue arrows, respectivelRight panel: Differential and integral upper limits on the neutrino flux
measured by various experiments. The upper limits set biigree Auger Collaboration are depicted
in red. Pictures come from [V9] where detailed explanatim lze found.

neutral—current interactions and alsointeracting in the Andes mountains. In the latter case, ithe a
shower is initiated by the decay productstof~10 km range ofr produced by interaction of, of
energy~EeV). Neutrino showers with 90< ® < 95° are denoted as Earth—skimming and they are
produced by the decays of In both cases the SD measurements are used to search fgr jlommers
with broad SD traces indicating a high amount of the EM congmbn

No such neutrino—induced shower has been observed at tive Rigger Observatory so far. In
the right panel of Fig_3.17 the upper limits on thélux inferred by the Pierre Auger Observatory
are shown together with the results of other experimentgsa fimits could have greater impact on
various mass composition scenarios when a higher expasuadiécted since thefluxes originating
from UHECR composed of protons, or iron nuclei are one orflenagnitude diferent.

1 <E/EeV <2 2 <E/EeV <3

Galactic Galactic

| aaaaa—— | HES 2
0.0027 1/ (km® yr) 0.037 0.00072  1/(km? yr) 0.017

Figure 3.18: Limits on the neutron flux plotted in galacticomtinates for energy in the range
(1, 2) EeV (eft) and(2, 3) EeV (ight). Pictures come from [82].
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As it was indicated in Sectidn 2.1.3, a search for neutromsimg from our Galaxy can be per-
formed at EeV energies. The showers induced by protons aitdons are indistinguishable. How-
ever, protons are strongly isotropized in the Galactic retigrfield at EeV energies. Therefore, a
small-scale anisotropy of arrival directions near the @algplane would suggest a production of
neutrons in the Galactic sources. The search performed2hdi@ not find any indication about
the small-scale anisotropy at EeV energies and therefer@gper limits on the neutron flux were
calculated. They are drawn in galactic coordinates in[E8 $or two energy ranges.

Clustering of UHECR at the Highest Energies

Protons at energies higher thaB0 EeV could be already so little distorted in the Galactid ar-
tragalactic magnetic fields that a small-scale anisotrpaitern around the positions of their sources
on the sky could emerge in the observed data. The first attefrihe Pierre Auger Observatory to
reveal the sources of UHECR was in [83] when a correlationdkearrival directions with the nearby
AGNs was performed. For the first time an isotropic distiinutof UHECR at the highest energies
was rejected at a 99% confidence level. However, the levéli®torrelation (with the nearby AGNs
from one particular catalog) decreased with time [84]. Mweg, the correlation did not improve with
increasing energy as one would expect for the correlatiaisaxh only by protons. The sky map of
231 events of energy above 52 EeV is shown in [Eig.13.19. Theamikotropic pattern at the highest
energies that did not vanish with time is-80- excess in the-2(° vicinity of the Cen A (marked with
the red cross) with respect to the isotropic expectatiofi\dch is illustrated in Figl_3.20.

Such observations arefficult to explain, but the medium—scale excess in the Cen Anegpuld
constrain the local extragalactic magnetic field. Accagdio three models of the Galactic magnetic
field that are commonly used, the events with ener§9 EeV coming from the direction of Cen A
are distorted by the magnetic field in our Galaxy at a levekuf flegrees for protons and helium nu-
clei. For C, N, O and heavier nuclei, the deflections are ptedito be much larger than 2[B5],[86].
Therefore, if the current models of the Galactic magnetid faee reliable and if the medium—scale
excess of events comes from events originating in Cen A gtkigss of events should be caused by
protons or nuclei lighter than the CNO group distorted pnaish@antly in the extragalactic magnetic
field. Nuclei with the mass number between helium and nitncgye not probable to propagate up to
several Mpc distances without their decay or interactioth wackground photons at these energies
[27] (see also Fid.213). Assume in the following that theessscof events with respect to the back-
ground expectation around the position of Cen A withig= 20° is caused by particles of char@e
from Cen A that is distanDs = 4 Mpc. Then, the intensity of the extragalactic magnetidf{@gg)
that would produce this distortion of events from the dimtbf Cen A can be constrained.

From the schematic drawing in F[g. 3121, the Larmor radlusan be derived as

Ds
V21 - cos(@))
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Figure 3.19: Sky map in galactic coordinates (longitlgle latitudebgs) of the arrival directions of
events with energy above 52 EeV detected by the Pierre Aulgse®@atory. The black (white) points
correspond to vertical (inclined) events. The size of eamhtscales with energy. The bluish color
describes the relative exposure. The position of CefyA € 3095°, by = 19.5°) is marked by the
red cross. The white line corresponds to the position of thealled Super-galactic plane. The map
comes from([84].
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Figure 3.20: Left panel: Fraction of isotropic simulationsf] with an equal or higher number of
events than the measured data distributed around thequositiCen A. This fraction is plotted as
a function of the minimum energyEe{,) and the angular distance from the position of Cen¥A. (
Right panel: The integral number of events as a function of the anguldaite from the position
of Cen A compared with the isotropic hypothesis. The endiggsholdEy, = 58 EeV corresponding
to the minimum value of (marked by the white cross in the left panel) was appliedtuRés come

from [84].

UsingR_ from Eq. [2.1) the intensity of the extragalactic magnegddfis estimated to be

E[EeV]- v2(1 - cos(@)) (3.5)
Z Dlkpd] |

Bec[uG] =
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Figure 3.21: Schematic drawing of the propagation of piaritong the path (in red) curved with the
Larmor radiusR_ in the extragalactic magnetic field. The distance of the ofirom the Earth is
denoted a®s and the observed angular separation between the positithe gburce in the sky and
the arrival direction of the particle is.

The excess of events was observed in the energy rdtye’0) EeV which givesBeg = 9 - 12 nG
assuming protons to be responsible for this excess. Notehglimm nuclei or heavier nuclei that
would evoke the observed excess would give lower valueBggfand a more distant source (e.g.
Centaurus cluster distartc0 Mpc) as well. Therefore the estimated valueBg§ are actually the
the upper limits. This can have a crucial impact on our pdggis to search for anisotropy at the
highest energies. With the intensity of the extragalactgnetic field in order o£10 nG the Larmor
radius isR. = 5 Mpc/ Z at energy 50 EeV ang, = 10 Mpc/ Z at energy 100 EeV. This would make
it almost impossible to find anisotropic signals of sourcesamistant than the closest AGNs.

However, the observed 2@xcess around Cen A could be caused by completéligrdint source
with different position in the sky and with affiirent distance or just by a statistical fluctuation and
also the extragalactic magnetic field can be inhomogenedusnore profound studyl [87] of the
excess around the direction of Cen A obtained a liBit > 20 nG assuming the primary proton
composition.

Large—scale Anisotropy — Dipole

The search for a large—scale anisotropy with the Pierre ADgservatory data was performed(in[88].
The SD data of vertical and horizontal events were combinasbtver 85 % of the exposed sky. The
flux of UHECR in equatorial coordinates is shown in [Eig. 3.@Pdnergies between 4 and 8 EeV and
for energies above 8 EeV. Whereas for the lower energy bigmifisant departure from isotropy was
found, for energies above 8 EeV a dipole structure is evideme amplitude for the first harmonic in
right ascension was set tod4+ 1.0 % with a chance probability.4- 107°.
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4 EeV < E < 8 EeV E > 8 EeV

0.99

Figure 3.22: The flux [krfsrtyr-1] of UHECR measured by the Pierre Auger Observatory at energy
4 EeV< E < 8EeV (eft) andE > 8 EeV (ight). The sky maps are plotted in equatorial coordinates.
They were smoothed in angular windows of 4Blots come from([88].

3.4.4 Discussion of Measurements

Following properties of UHECR and atmospheric showers wéserved with the data of the Pierre
Auger Observatory.

e Energy Spectrum: The ankle at energy10'87 eV (~5 EeV) and the steep suppression beyond
~10'%5 eV (~30 EeV) in the UHECR flux are established with a high stati$ignificance.

e Mass Composition: The mean mass number of UHECR decreases slightly at endrgras
10178 eV up to 1683 eV (~2 EeV) where a proton dominance50%) is indicated by MC
predictions. At higher energies, the mean mass numberasesesteadily up te 1096 eV
(~40 EeV). A pure proton composition of UHECR was excluded atrgies 1825-190 ev
(3-10 EeV).

e Hadronic Interactions: The excess of muons in the measured data wrt. MC predictiods a
also the interpretations ofnay and Xk, measurements indicate a lack of understanding of the
hadronic interactions beyond the LHC energies.

e Neutral Particles: No observation of a clear shower candidate induced by a aleparticle
has been identified yet. Limits on fluxes of photons excluéeTp—down models. There is no
excess of neutrons from the Galactic plane or Galactic cente

e Anisotropy: The anisotropic signal at the highest energieSQ(EeV) that is stable in time is
observed in the Z0vicinity of the closest AGN: Cen A. The correlation of arfiwdirections
with the nearby AGNs fainted with time and does not improvéhvenergy. There is a dipole
structure with a small amplitude in the distribution of eatidirections of UHECR above 8 EeV.

The origin of the ankle based on the pair production of preton the cosmic microwave back-
ground ("dip" model) is in tension with the measurement @ ierre Auger Observatory that ex-
cludes the pure proton composition around the ankle endrigg.ankle can be explained by a tran-
sition between the two types of sources of UHECR withiedlent spectral indices as in the case of
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the transition from the Galactic to the extragalactic conga. According to the Peter’s cyclg [9],
the end of the energy spectrum of the Galactic componentdieuformed with particles of higher
charges (easier to accelerate). However, the transitititetextragalactic component could take place
at energies where the contribution of Galactic protonsilisdetminant and then it would not be in a
tension with the quite light mass composition of primariesuad the ankle energy. The alternative
explanation[[65] of the ankle by the photo-disintegratiémuclei directly at the extragalactic sources
is also a viable option. It predicts a light composition ardthe ankle energies and an increasing mass
of primaries towards the higher energies. The spectrumeofahlactic component is then predicted
to end at lower energies than the ankle energy.

The observed few % dipole in the arrival directions of UHEGR\& 8 EeV can be an indication
of diffusive propagation of extragalactic UHECR in the extragadanagnetic field. This could be
realized when the amplitude of the extragalactic magnetld fs large anghr UHECR are of higher
charge (see e.g/ [89]). However, this dipole might also leecitnsequence of an inhomogeneous
distribution of sources in the sky in case of small deflediohUHECR in the extragalactic magnetic
field.

The steep decrease of the cosmic—ray flux at the highestieserguld be caused by the GZK
effect of protons, or by the maximal energy to which the paidan be accelerated in the sources.
In the latter case, the end of the spectrum would be likelyidatad by heavier nuclei as they are
easier to be confined in the region with a magnetic field. AlgiotheXmax measurement suggests
an increase ofin A) with energy, there is still no statistically significant rsaeement of the primary
composition at energies at the end of the spectrum.

The largest experiment located in the northern hemisphieeeTelescope Array, published a bit
different interpretation of the results about the mass compodgf0] and the energy spectrum [91]
than the Pierre Auger Observatory. They claimed that thegs dre compatible with a light composi-
tion of primaries. However it needs to be stressed that thesdepe Array has about 4—times smaller
aperture and therefore smaller statistical significandbeif results, especially at the highest energies.
Moreover, the Telescope Array interpreted its measuremietite depth of shower maximum using
models of hadronic interactions that were not tuned to th€lddta. Recently it was showin [92] that
its measurement @Xmay) is consistent with théXmax) measurement of the Pierre Auger Observatory.
The energy of the ankle measured with the Telescope Arrayidatery similar to the ankle energy
observed by the Pierre Auger Observatory. On the other lthadelescope Array measured a bit less
steep decrease at the end of the energy spectrum. The osbfrapy signature which this experiment
observes is about & excess in the region 2@Ground a positionlgy = 177, bga = 51°) where no
astrophysical object capable of UHECR acceleration is knf88]. It needs to be also noted that the
Telescope Array and the Pierre Auger Observatory obsefierelit regions in the sky and therefore
different results about UHECR at the highest energies could jméniciple possible.

A reliable determination of the mass composition of priregriespecially at the highest energies,
with large event statistics seems to be an important stepafor in further studies of UHECR to
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answer the still-opened questions. Measurement of the moimponent with a large surface array
(full duty cycle) could be one way how to accomplish that. ld@er, on the other hand, the observed
inconsistency of the MC predictions and the measured datdhéomuon component is an issue that
needs to be fixed simultaneously. Therefore, accompanyieasaorements with more detectors of
different energy thresholds for muons combined with a measuteshthe EM component would not
be only beneficial, but also necessary. From these reasonpgaade of the Pierre Auger Observatory
focused on the detection of muons is planned to be build iméze future([94].

With decreased systematic uncertainty of the muon measureamd with a large exposure, the
precise measurement of the mass composition of UHECR caldebformed also at the highest
energies. Importance of such a measurement can be drawrtfeoRig [3.28. A much more precise
measurement ofin A) than the current measurements provide (gray band) coulimhglissh even
between the individual source scenarios. Beyond that,extdgearch for UHECR sources could be
performed at the highest energies using the selection ebmsaor light nuclei that are less distorted
due to the magnetic fields providing the desired "protoroastmy".
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Figure 3.23: Energy evolution gin A) predicted for various types of UHECR sources is shown
together with the results combined from all available ggtrneasurements. Plot comes from|[31].
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Chapter 4

Sensitivity of Attenuated Signals in
Surface Detectors to Primary Masses

The chapter is focused on the attenuation of signals mehguseirface detectors due to theéfdrent
amount of atmospheric depth that is passed by showers laiyreeach the ground level. Especially,
the bias of the reconstructed shower energy with respebetmtass composition of UHECR is stud-
ied. On the other hand, this bias is utilized to introduce &hoe sensitive to the type of primary
particles. The chapter contains the author’s originalaese

The chapter includes two sectional topics. In the first sacthe CIC method (see Section 313.2)
and the "MC—approach" are compared. This comparison isvatet by the fact that these twdfir-
ent methods are applied by the analysis teams of the twosliasgeface arrays ever built, the Pierre
Auger Observatory and the Telescope Array. The CIC methadsis tested for the presence of a
prominent source that would violate the assumption of @ndntensity. These studies were pub-
lished in conference proceedin@is|[95]. In the second sgctigparameter sensitive to the dispersion
of primary masses is introduced for an observatory compogediependent muon and electromag-
netic detectors. The CIC approach applied separately taksigpf both types of detectors is combined
in this case. The method was indicated in conference prowge®6] and finally published as journal

paper in[[97].

4.1 Attenuation Curves obtained with Dfferent Observatories

At any cosmic ray observatory of UHECR such as the largestrgtarrays that are currently op-
erating, the Telescope Array and the Pierre Auger Obsawyatioe energy reconstruction requires
a correction of the measured signal to account for the zemtte of an incoming primary particle
initiating the air shower. This correction reflectsfdient amounts of air masses penetrated by the air
showers that reach the detector witlftelient zenith angles. It can be obtained using the data+drive
CIC method or using the MC—based estimation.

As mentioned at the end of the previous chapter, the meared{th distribution measured by
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the two largest experiments as a function of energy is cablpawvithin experimental uncertainties
as well as the spectral slopes around the ankle and the amddgyeitself. However, there are several
discrepancies in the measured energy spectrum at the hig/iergies that might become significant
when larger statistics is collected godthe systematic uncertainties are decreased. The pmssibl
differences of the data measured by these two observatorieawartivation to probe their fierent
approaches to correct the signal in the surface detectohdasttenuation with zenith ang&

In this section, it is studied how the reconstructed energie &ected when the primary particles
are of a mixed composition of protons and iron nuclei. Bothgililities, the application of the CIC
method and the approach with the attenuation curve obtdioed MC, are investigated separately
for the EM type as well as for the EM: type of surface detectors. The EM type of observatory is
analogical to the surface detectors of the Telescope Ahatyare predominantly sensitive to the EM
component. The EMu type of observatory represents a type of observatory aitallom the surface
detectors of the Pierre Auger Observatory that are seeditithe EM component and to the muon
component as well. Since the CIC method is based on the atisnngd the uniform distribution
of events in co§®), the estimation of the influence of a possible source at ifjeest energies was
also performed. Presence of such a source violates to sommedethe assumption of the uniform
distribution in co$(0).

To address these questions, a Toy MC in combination withutsiipf shower simulations produced
by CORSIKA ver. 7.37 at energy 1DeV were used. At first, the attenuation curves of the ground
signal were calculated based on rough assumptions of teetdetesponses to the CORSIKA showers
induced by protons and iron nuclei. Both EM and EMtypes of ground detectors were considered.
These curves together with the size of signal fluctuatioes gerved as the input for the Toy MC
to generate a large number of events over a wide range ofieaerBoth, MC—like and CIC-like,
approaches were then applied to the generated data in ttsetdps

The two currently largest UHECR experiments use scintiflaietectors (the Telescope Array) or
water Cherenkov detectors (the Pierre Auger Observat@ygjh experiments are located at the ap-
proximately same altitude (around 1400 m a.s.l. equivaterB80 gcn of the vertical atmospheric
depth). The signals of thin scintillator detectors are dwantly induced by EM particles, while the
signal in the water Cherenkov detectors is produced by Eligies and muons as well. In both cases,
the signal §) of the surface detector array has to be corrected féerdint attenuation of the shower
size with respect to the amount of air penetrated beforennegthe detector.

The Telescope Array uses the so—called look—up table fronsiQlations providing the relation
between the signal size, zenith angle and the shower erf@fgyy@nly the protons are considered as
the primary particles. The reconstructed energies arertfmaled to match the energies measured in
the fluorescence detector. This procedure is an extensitie @nergy independent application of the
signal attenuation curve. This method is denoted as the @each in the following.

The CIC method is applied to the data measured by the PiergerAQbservatory providing a
relationship (attenuation curve) between the signal sizbtae cod(®) at a given intensity (energy)
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cut. In this approach, it is assumed that the flux of incomiagiges is isotropic above a given
energy. This implies a flat distribution of events in €6s In the next step, for each shower the signal
at the reference angle 3833g) is calculated using the normalized attenuation curve (€@i@e). The
S3g value is then related to the shower energy calibrated by tioeescence detector (as described in
Sectio3.3.2). The CIC curve is studied as a function ofgnéntensity cut). Since no substantial
deviations in the shape of the CIC curve were found, just ameecis finally used for showers of all
energies.

4.1.1 CORSIKA simulations

The showers generated by the Prague group of the Pierre Agjboration were used in the fol-
lowing. Primary protons and iron nuclei of energy!4@V were chosen to induce simulated showers
in 10 steps of fixed zenith angles frorf Op to 60, equidistant in cd%®). The most recent model
QGSJet 11-04 was used to simulate hadronic interactiongghtdnergies (above 80 GeV). The sec-
ond model tuned with LHC data, EPOS—LHC, was used for corapari The FLUKA model[[98]
was used for low energy interactions (below 80 GeV). Enenggsholds of 50 MeV and 1 MeV were
chosen for muons and EM particles, respectively. In to#d2air showers were generated.

The signal of the EM detector (assuming thin scintillataré400 m a.s.l. with the array density
similar to the Telescope Array) was supposed to be prop@tim the ground density of EM particles
at 800 m from the shower core in the plane perpendicular tshiogver axis. For the EMu type of
observatory (assuming water Cherenkov detectors at 1408.mwith the array configuration similar
to the Pierre Auger Observatory), the EM part of the signas assumed to be proportional to the
energy density of EM patrticles and the muon part of the sgjwethe muon density in 1000 m from the
shower core in the plane perpendicular to the shower axis.abolute strengths of signals induced
by muons and EM particles were normalized to be equal foicarproton showers. These rough
assumptions are far from the detailed understanding ofetextbr responses at current observatories
and shall be taken just as two illustrative examples of alageries with EM and EMu types of
detectors.

The normalized attenuation curves are shown in the leftlpainEig. [4.1 for the array of EM
detectors and in the left panel of FIg. 4.2 for the EMobservatory. The curves were normalized
at the reference zenith angle°38n left panel of Fig[4.R, the attenuation curve used at tieer®
Auger Observatony [61] derived by the CIC method is preskfiecompleteness. In the right panels
of Figs.[4.1[4.P, the ratio of the signals induced by ironleiuo the signals induced by protons are
plotted as a function of the zenith angle for the EM and-gMbbservatory, respectively.
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Figure 4.1: Reference signalSgy) for the array ofEM detectors. Attenuation of the signal nor-
malized at 38 is shown in thdeft panel for showers initiated by protons (blue) and iron nuclei jred
of energy 16° eV. Ratio of the absolute signal induced by iron nuc&id] to the absolute signal in-
duced by protonsSy) is illustrated in theight panel as a function of the zenith angle. Corresponding
atmospheric depth is indicated on the upper horizontal &kite the smaller range of horizontal axis
(co(0°) — cof(45°)) wrt. Fig.[Z4.2. The models of hadronic interactions aréinigiished by types
of lines.
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Figure 4.2: The same description as for [igl 4.1, but for thayaof EM +u detectors. Normalized
CIC curve from ICRC 2011 of the Pierre Auger Observatory gicted in black for illustration in the
left panel.

4.1.2 ToyMC

The primary energiesEyuc) were simulated in the rangd0'®°, 10?9 eV according to the energy
spectrum in a form

dN —y 1
J(Emc) = H = Emc 1. e|og(E,\,||ocg)(;/:’oEg)(E1/z) ’ (4.1)

i.e. by a smooth function with a steep decrease at the enceddpgactrum. The value of l0B{,2)
was set to 19.6, lo§f{) to 0.15 and the spectral indexwas taken as 2.7. The arrival directions were

66



4.1. ATTENUATION CURVES OBTAINED WITH DIFFERENT OBSERVATRIES

simulated isotropically (uniformly distributed in c®) for ® of (0°, 60°)). The time of the cosmic—

ray detection was uniformly distributed within a long timerijod to cover all possible sky coordinates
observable by an array placed at the location of the PiergeA®@bservatory (necessary for studies
of the sensitivity of CIC curve to the presence of a sourcedatiBn[4.1.#). It was further assumed
that the shower enerdyc and the shower signal at 383g, are related by (see also Section 3.3.2)

Emc = a- 828. 4.2)

Here an arbitrary normalization constamt= 10'® eV was chosen. For the sake of simplicity the
exponenb = 1 was taken. It is not far from the value estimated at the €i&uger Observatory (see
again Section 3.3.2). It is worth noting that this relatiupsalso reflects approximately the look—up
table used at the Telescope Array experiment.

The value 0fSzg was corrected according to the corresponding zenith amgl@article type using
the QGSJet II-04 attenuation curves shown in the left paofdtays.[4.1[4.P to get the signdlfor a
given shower. Ratios of signals induced by iron nuclei tmalg induced by protons (right panels of
Figs.[4.1 and@4]2) were accounted for. Resulting signalegaiere then smeared with a Gaussian of
variance equal to 10% (5%) of the signals for protons (irociei]m. This way the detector responses
to 10’ showers initiated by protons and iron nuclei were simulated wide range of energies and
zenith angles.

4.1.3 Energy reconstruction

After all the ground signals were generated, either the Céthod or the MC—-based approach were
applied to obtain the reference sigisak for each simulated shower. This signal was then transformed
using Eq.[(4.R) to get the reconstructed enefgyp]. The comparison of the two flierent methods

is demonstrated in Fif._4.3 for the array of EM detectors)(lefid of EM+u detectors (right). The
average ratio of the reconstructed energy to the MC trugggnsiplotted as a function of the zenith
angle. Samples of pure protons, pure iron nuclei and of adirenposition of 50% p 50% Fe were
analyzed. The cut valud\| for the CIC method was chosen to correspond to the flux araOrigeV

of the MC energy.

What should be read out from the Fig.14.3 are not the absohs#igns of the average energy
ratios, since their value is in fact always re-normalizablenity averaging over the whole ¢¢®)
range when the energy calibration with the fluorescencettgteis applied. The important behaviors
are the relative changes of the plotted ratio with zenitHeang

For the array of EM detectors (left panel of Hig.14.3), abo8®% diference in size ofEsp/Emc)
between 0 and 45 is observed, when the attenuation curve of protons is applieche sample in-
cluding only iron nuclei (red line). For the mixed compasiti(blue solid line), the dierence is still

IDifferent values of variances were used to smear the signalstio§d.2 where the treatment of shower—to—shower
fluctuations and detector resolutions was more important.
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Figure 4.3: Average ratio of the reconstructed enefggp] to the MC energy Enc) depending on
the zenith angle for the array &M detectorsléft) and of EM +u detectorsright). The attenuation
curve (fai) for protons is used for the mixed composition of 50% B0% Fe (full blue line), pure
protons (dashed blue line) and pure iron nuclei (dashedinedl. | Results obtained using the CIC
approach at 10 EeV are plotted for the mixed composition lglack line).

about 15%. On the contrary, the CIC approach applied to tixedriomposition of primaries (black
line) would eliminate this zenith angle dependence to aguerevel from its definition.

Analogous conclusion can be derived also for the-giMbbservatory (right panel of Fi§._4.3).
About 20% ditference in the size ofEsp/Emc) between 0 and 60 is visible for the sample in-
cluding only iron nuclei using the attenuation curve fortprs (red line). In case of the mixed
composition, the dference ofEsp/Emc) yields about 10% for showers with between © and 60
(blue solid line). However, the application of the CIC meathblack line) shows almost no zenith
angle dependence.

Altogether, the CIC method eliminates the zenith angle bfake reconstructed energies and it
does not need any assumption on the mass composition ofcosysi Being based on the measured
data only, it also does not need to rely on MC simulations dkercase of the MC—based approach.
On the other hand, when the MC attenuation curve is used t@edothe registered signals to energies
(in case of the Telescope Array only protons are assumedraarnes in the large range of energies),
a nonuniform zenith angle dependence€®Bép/Erp) ~ (Esp/Enmc) could indicate an observation of
a mixed composition of primary particles. However, it casoahdicate that the MC simulations do
not reproduce the attenuation curves well.

Another interesting question is: How well the CIC methodroglices the MC attenuation curves
inserted into the Toy MC? For pure protons or pure iron nualgiost a perfect match is expected.
For a mixed composition, the reconstructed CIC curve shbealih between the MC attenuation
curves (ag) for protons and iron nuclei. This is demonstrated in thé peinel of Fig[4.} for the
EM+u observatory and mass composition of 50% 50% Fe. Taking the normalization at°38
the largest dference between the reconstructed CIC and MC attenuatime<of protons and iron
nuclei is at® = 0°. At this zenith angle, the parametag. , = D1/D2 is defined, wher®1 is
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Figure 4.4:Left panel: CIC curve derived at10 EeV (red) calculated for the mixed composition
of 50% protons and 50% iron nuclei is shown together with th@ aftenuation curvesff) for the
EM+pu detector. Curves are normalized to°38Right panel: The relative size of the CIC curve
difference from the MC attenuation curves is plotted vs. thefiraction in the cosmic—ray beam of
protons and iron nuclei. Direct proportion is shown forstiation by black dash—dotted line.

the diference between the reconstructed CIC curve and the afi@mwatrve of protons an®2 is
the diference between the attenuation curves of protons and irdein’he parametefre , then
defines the position of the reconstructed CIC curve in betvifee attenuation curve of protons and the
attenuation curve of iron nucledfe , = 0: CIC is in agreement with théy; of protons,Are p = 0.5:
CIC is just in the middle between thiay of protons and iron nucleizrep, = 1: CIC matches the
far Of iron nuclei). In the right panel of Fig._4.4, the evolutioh Arep, is plotted as a function of
the fraction of iron nuclei in a set of showers induced by @nstand iron nuclei for the EM and the
EM+u observatory as well.

A perfect match between the CIC curve and the corresponiding observed for showers induced
only by protons and for showers induced only by iron nucleval. While Are_, obtained for the EM
observatory just follow the fraction of iron nuclei and cas n principle, used to address the mass
composition of primaries, for the EM: observatory\re_, always shows a little bit higher values than
the fraction of iron nuclei (CIC curve is closer to the attation curve of iron nuclei). This can be
explained by the fact that the showers induced by heaviengsies produce higher ground signals
(more muons) than the showers induced by lighter primafiias.CIC method selects thé¢" highest
value of signal in a given bin of cé@). Therefore, in case of mixed compositions of primaries, th
method finds in average a bit higher signal in every bin of@}s(than the overall average signal
induced by protons and iron nuclei) as there are more signdisced by heavier primaries that are
selected in the set i events. This fiect is actually also illustrated by the ratio of signals ioeld by
iron nuclei and protons which is larger for the BEMdetector than for the EM detector (right panels

of Figs.[41[4.D).
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4.1.4 CIC Method with a Source

In case of the presence of a localized source at the highesgieg, the assumption of the CIC method
about the isotropic distribution of arrival directions vidibe violated. This fect was tested by
adding events with arrival directions from the°2dcinity of Cen A (as an example) to the isotropic
background of mixed composition of 50% protons and 50% inacigi. The violation of the constant
intensity is illustrated in the left panel of Fig_#.5 whehe tdistribution in coq®) is plotted only
for events originating in the 20vicinity of Cen A. The direction of Cen A was chosen as it is a
region where an event excess of UHECR was found (see Séclidi).3The threshold energy above
which the signal of the source contributes to the isotropickiground was set to 50 EeV. The spectral
index of the source = 2.7 was applied without the GZK-like suppression at the dritie@energy
spectrum. Events were simulated up to the energy of 100 Eb¥.QIC method was tested with
the EM+u detector located in the same coordinates as the Pierre Adigservatory. The source of
protons was simulated with various strengths defined astieaf the number of added events to the
number of isotropic events coming from the same region oskiie
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Figure 4.5:Left panel: Distribution of cog(®) normalized to 1 of events arriving from the°2@cin-

ity of Cen A. The location of the EMu detector was considered to be the same as the location of the
Pierre Auger ObservatorRRight panel: Maximal relative deviations of the CIC curves reconstrdcte
from the sample of isotropic events combined with the soeveats with respect to the CIC @ 10 EeV
estimated from the sample of isotropic events only arequiicdis a function of the source strength. Re-
sults are shown for the CIC curves inferred dfatient energy cuts that are indicated in the legend of
the plot.

In the right panel of Fig._4]5, the maximal deviation of thdaaf the CIC curve reconstructed
at different energies for samples of events with anisotropiciligton on the sky to the CIC curve
estimated at the energy 10 EeV for a sample of events withoisiatdistribution on the sky is plotted
as a function of the source strength. Deviations are obddo/encrease with the intensity cut value
approaching the threshold energy of the source. Natuitlyso increases with the source strength.
However, the deviations are at a few percent level and ther@@@od remains reliable even in case
of the presence of a strong source. Thus the reconstructzdies are alsoftected by less than few
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4.2. DISPERSION OF PRIMARY MASSES APPLYING CIC APPROACH

percent at most. Note that the excess of events in thevizhhity of Cen A measured by the Pierre
Auger Observatory for energies above 52 EeV correspondghhpuio the Source strength of 300%
and that the intensity cut is performed at the Pierre AugeseBlatory slightly below 10 EeV.

4.2 Dispersion of Primary Masses applying CIC Approach

Findings presented in Sectibn 4.1 and especially the ptiopdoetween the parametage , and the
size of the primary beam mixture (right panel of Hig.]4.4) tedurther studies of the sensitivity of
CIC method to the mass composition of primary particles. fitlewing studies are performed for
a hypothetical observatory with the surface array comgjsbif independent EM and detectors (i.e.
not EM and EMu detectors as in Section 4.1).

In general, the ground arrays used for the detection of UHEI@Rvers are sensitive to secondary
muons, to the EM component of an air shower or to their contining. There are several previous
works, e.g.[[99, 100], studying the primary mass compasiod its influence on the CIC method and
vice versa. Usually, the detected muon and EM signals dieadtito separate primary mass groups,
see e.g.[[10], or to determine the average mass number ofdd agtshowers, see e.d. [101]. The
dispersion of the distribution of the primary mass is mof&dalilt to obtain. The precise fluorescence
measurement of the distributions of the depth of shower mami is used, see elg [67,190, 102], albeit
with a low duty cycle. The combination of measurements ofntlean value and the dispersion of the
distribution of the primary mass is discussed_in [31, 40]weeer, these analysesfier from a strong
dependence on models of hadronic interactions. Recentignamethod estimating the spread of
masses in the UHECR primary beams has been presénied [7dpphed [75]. Unlike the following
analysis, this method is based on the simultaneous measotemf the depth of shower maximum
and the muon shower size.

A hypothetical observatory of ultra—high energy cosmicsrsyconsidered in the following text. It
consists of two surface detector arrays (full duty cycles} tneasure independently electromagnetic
and muon signals induced by the same air showers. The Cl@agpapplied simultaneously to both
types of signals is used to calculate the number of eventstivit highest energies matched in both
detectors in each bin of c&®). The zenith angle behavior of this number provides therinfion
regarding the spread of primary masses. The results obtaisiag two models of hadronic interac-
tions tuned to the LHC data (run I) are very similar and inthaweak dependence on details of these
interactions.

This section presents a method to obtain information aldmitspread of primary masses from
the data collected simultaneously byffdrent types of surface detectors. The average features of
CORSIKA showers simulated at an energy ofl@V are used as inputs to a fast and simplified
simulation (similarly as in Sectidn4.1) of signals in botktettors caused by showers over a wide
range of primary energies. The application to the measuaéa dould require a precise knowledge
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of the detection process. In this analysis the detailedctiateesponses are not included. Instead,
detector imperfections are represented by a simple Gaussiaaring of signals.

4.2.1 Simulated Detector Signals Corresponding to UHECR Siwers

To address the details of the CIC method a large simulates stanple is necessary, ideatyl0®
simulated showers, that is comparable with the achievahlistics of the largest UHECR experiment
ever built. To avoid excessive computational requiremeatset of showers induced by proton (p),
helium (He), nitrogen (N) and iron (Fe) primaries was getegtavith an energy of 8 eV as in
Section[4.]l. These showers were produced with CORSIKA v8i. By the Prague group of the
Pierre Auger Collaboration. The shower—to—shower flugtnatand the correlations between the
muon and EM components were then derived from the signalshteg produce in both hypothetical
arrays. Finally, attenuation curves for both types of digneere constructed. These curves were
utilized in the simplified simulation of the muon and EM signaduced by showers over a wide
range of energies.

A hypothetical observatory with independent muon and EMedlets was considered at the
ground level, 1400 m a.s.l. (88Qay? of vertical atmospheric depth). The signal of the muon
detector was assumed to be proportional to the ground gleoisinuons with a threshold energy
Erh = 500 MeV. The signal of the EM detector was modeled to be ptapal to the ground density
of EM particles withEry, = 1 MeV. These detector responses were motivated by respofises scin-
tillators shielded by 250/gn¥ of mass overburden (muon detector) and thin unshieldedilktiors
(EM detector).

Reference Shower Signals

The reference CORSIKA showers were simulated at a fixed gradrg0l® eV. Although the signal
fluctuations and the shapes of the attenuation curve depigindyson the shower energy, the final
results are notféected by such variations. To describe low energy interasfithe FLUKA model
was used. The high energy interactions were simulated tisengvo most up—to—date models tuned
to the LHC data (run I): QGSJet 11-04 and EPOS-LHC. About 6G8srs were produced for each
primary, each model of high energy interactions and for eddeven zenith angles betweehand
45 maintaining equal steps in &{®).

The reference muon and EM signeﬂi%,9 andSég,’Vl, were determined for each model, primary and
zenith angle as the densities of corresponding particlesaged over these 60 showers at a distance
of 1000 m from the shower core. Both these reference signats fitted by quadratic functions
of cog(®) (attenuation curves) with precisions at the level of a fewcpnt. The muon and EM
attenuation curves are depicted in [Fig]4.6. They depentietype of the primary particle. The EM
signal obeys a stronger dependence on the zenith anglehamuon signal.

In Fig.[4.1, the ratios of ground signals induced by primag; N and Fe nuclei to the proton—
induced signal are depicted for the array of muon (left peanadl EM (right panel) detectors. Whereas
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Figure 4.6: Attenuation curves. Reference signals of CBRSIhowers of energy 10 eV are fitted
with quadratic functions of cé§0®) for the array of muon detectorgeft panel) and EM detectors
(right panel) in the range® € (0°,45°). Two models of hadronic interactions and four primary
species are distinguished by types of lines and colorsectisply.

the ratio forSlﬁ9 is greater than one for all zenith angles and increases withmass number of the
primary particle, the ratio foi'sllzi,I decreases more steeply with zenith angle than in the casﬁ’pf
and is even smaller than unity beyo®d~ 30°. This diferent behavior oS1° and S}, with the

zenith angle for dferent primary particles plays the main role in the consiitema described in what
follows.
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Figure 4.7: Ratios of shower signals. Nucleus to protorosator the muonléft panel) and EM
(right panel) signals are plotted as a function of ). CORSIKA simulations at energy 1DeV

were used. Two models of hadronic interactions and thraeagmyi nuclei are distinguished by types
of lines and colors, respectively.
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Important aspects to be explored are the fluctuations of thennand EM signals and their re-
spective correlations. To include thed@eets in the simplified simulations of shower signals, the
correlations ofSi9 and Sgﬂ and their fluctuations were studied in detail for each zeaitple, for
both models of hadronic interactions and for all four priynparticles. Relative fluctuations in the
muon signal were estimated to be about 3% for primary irotenirecreasing up to 20% for primary
protons. It turned out that they change a little in the whalege of zenith angles; the largest change
was observed for protons (20% at@énd 15% at 4%. Somewhat smaller relative fluctuations in the
EM signal occurred, in a way that they are reasonably welletated with the relative muon fluc-
tuations. However, the roughly linear relationship betmvd®e muon and EM signal depends on the
zenith angle. An example of the properties of the signal dlatibns and their relationship is shown
in Fig.[4.8.
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Figure 4.8: Spread of the EM signal plotted as a function oéap of the muon signal. Sixty show-
ers induced by protons (blue) and 60 showers induced by inafen(red) were simulated with the
QGSJet I1-04 model at energy @&V and with zenith angles’qleft) and 453 (right).

Simplified Simulation of Shower Signals

Utilizing characteristics of the reference signals, sifigad simulations of shower signals that are in-
duced simultaneously in two idealized detector arraysareding to the muon and EM components,
respectively, were performed. A number of air showers foious mass composition scenarios pre-
serving the basic properties of CORSIKA showers were preducrhese sets of air showers were
characterized by their realistic energy spectrum. Theardirections of the primary particles were
assumed to be isotropic (uniform in é¢®)). Besides the zenith angle of its arrival, each shower
was identified by the muon and EM signal that triggered siamdbus responses of the two arrays of
detectors. The latter two quantities were obtained fronstwever energy assuming the attenuation of
secondary particles in the atmosphere and shower flucthisasiopplemented by detector resolutions
as described in the following.
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To be more specific, 286 four—component primary beams wittops and He, N and Fe nuclei
were used. This way all possible mass compositions of pranavere covered fering in the relative
abundance of each of these four primaries in steps of 10%.shbtwer energies were generated in
the rangeg10'8°, 1079 eV using a spectral index 2.7 and including the GZK—likedeatt the end of
the spectrum according to E§. (4.1). The shower zenith angéze generated randomly betweén 0
and 45 assuming they are distributed uniformly in é@8). The maximal value of the zenith angle
corresponds to the upper bound for the full triggirceency of the EM detectors deployed in current
arrays, see e.d. [91].

In order to describe the detector response, it was assuraethéhshower energy is directly linked
with a single signal that would be recorded when a showereo$fime energy hits the detector array at
a zenith angle of 38 It was further assumed that the shower endggy and this shower signafss,
are related according to E@._(%.2). An arbitrary normaiaratonstant = 10*® eV was chosen. For
the sake of simplicity the exponeht= 1 was taken. As mentioned in the previous section, it is not
far from the value estimated at the Pierre Auger Observatondyat the Telescope Array experiment.

In the subsequent analysis, the muon and EM signals weraegzl for a shower induced by a
given primary particle with a given primary energy that isident at a given zenith angle. In the first
step, the type of the primary particle was generated aaugitdia chosen mass composition scenario.
The generated shower enerfyc was transformed to the shower sigi®k using Eq.[[4.2). Then,
muon and EM responses for the shower incident at the gederatdéth angle were obtained. For this
purpose, corresponding reference shapes of the attenwaitives (Figl_416) and their ratios (Fig. 4.7)
were applied to the shower sign@kg. In the next step, the fluctuations of the shower signals of
both muon and EM components and their respective corrakatiere included into the analysis. The
results from the CORSIKA simulations were used for this psg Finally, another smearing of the
muon and EM signals was additionally applied in order to nheélde efect of detector resolutions.
For both signals the Gaussian smearing with a relative meeis of 20% was used. Note that these
detector resolutions were set to be worse than those res@ujuoted by the current detector arrays
[91],[55]. This way, the simulated muon and EM signals werapced,Sgy andS,,, that each air
shower induces in the two idealized arrays of the muon and Efdatiors at a wide range of primary
energy preserving the basic properties of CORSIKA showargarticular, 7x 10° air showers were
simulated for each of flierent mass compositions of the beam of the primary particles

Combined Signal Approach

In order to get sflicient information about the properties of the combinedeasps of the two arrays
of detectors sensitive to the muon and EM secondariéiereint mass compositions of the primary
beams were studied. It turned out that the dispersion of tingapy mass can be assessed by relying
upon diferent shapes of the attenuation curves for the muon and Ehlsigee also Fid. 4.7. To
quantify this finding, a parameter was introduced that isisiea to the dispersion of the mass of
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a beam of primary particles causing air showers that geméhnat muon and EM signals in the two
idealized arrays of detectors.

Following the procedure of inferring the CIC curve, the s#tMC data for each of the composi-
tion scenarios were each divided into 7 equidistant binoi(®), where 0< © < 45°, containing
~100 000 events per bin. In each such Ila,; = 12 000 events with the highest signals induced in
both the muon and EM detectors were selected. This choicespmnds roughly to the selection of
events with a primary energy higher than about®1®V. Specifically, for each bin of cé@), a set
MH* of 12 000 events with the highest signal in the muon detects selected and another 8t
of 12 000 events with the highest signal in the EM detectanalyy, the number of identical events,
Nm = [M* N MEM] < Neyy, that are present in both these event sets was counted.

Dependencies of the fraction of the number of events thattmeatin both detectord\m/Ncut,
are shown in Fig_4]9 as a function of zenith angle for foufedent primary beams. For any one—
component scenario only a small mass—dependent decredéise mimbeM, is expected with in-
creasing zenith angle. It is due to combindikets given by shower—to—shower fluctuations of the
muon and EM signals, their correlations and the resolutafri®th detectors (see results in Hig.]4.9
for pure proton beams in blue and for iron nuclei in red). Gmdther hand, as the primary particles
become mixed, the orderings of events according to sizdweofgignals in the two detectors diverge,
resulting in an additional decrease of the number of matelvedtsN,, with increasing zenith angle
(see results in Fid. 4.9 for mixed compositions in orangegmeeén). This &ect is mainly caused by
a very diferent ordering of the sizes of EM signal with respect to a arirparticle type at diierent
zenith angle bins.

Let us consider, for example, that iron nuclei and protompries of similar energies incident at
zenith angles of about 4@ause air showers that induce signals in the muon detecetbaté slightly
larger than the signéb; . This signal corresponds to the chosen threshold nuiNbgy i.e. these
events still belong to the s&f#. Consideration of these events was motivated by the fatthkee is
a higher chance for primary iron nuclei compared to primaoggns to induce air showers that end up
in the set of eventdf#, see left panel of Fiﬂ.Bﬁg(Fe) > Sﬁg(p) for ® ~ 40°). On the other hand,
since the EM signal induced by primary iron nuclei in the EMedéor is smaller on average than the
EM signal caused by protons for considered events, see paytel of Fig[4Ll $17, (Fe) < S (p)
for ® ~ 40°), there is a higher chance that the signal of protons is tdhge the threshold vallﬁgm
than it is for the signal of iron nuclei. Here, the threshdfghal ng is determined by the threshold
numberNc: in the EM detector. Therefore, most of the events under densiion that are caused
by primary iron nuclei are not included in the $6EM. As a result, the number of matched events
Nm decreases more steeply with the increasing zenith anglecfent particles for primary beams
consisting of a mixture of particles than for pure primarains, as demonstrated in Hig.14.9.

To a first approximation, the number of matched evétss well described by a quadratic func-
tion of co$(®) for any primary composition. The fitted quadratic curveshef fraction of matched
events are also shown in F[g. ¥.9. They were mostly found eedsing functions of the increasing
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Figure 4.9: Attenuation of the matched fraction. Fractiohsimulated events that are matched in
both detectorsiNm/Ncut, are plotted as a function of c®). Results of four examples of the primary
mass composition (tfierent colors) and for the two models of hadronic interastiffoll and empty
markers) are shown. Depicted curves are quadratic fits setfractions.

zenith angle. Inferred from these curves, a descriptivarpater that simply quantifies this depen-

dence was defined
Nm(® = 45°)

Nm(® = 0°)
It expresses the decrease of the number of evgptmatched in both muon and EM detectors with
zenith angle from Dto 45 as displayed in Fid. 419. For the pure primary beams, thenpeter ©
acquires larger values for lighter primaries. Even largaues are expected for the non—zero variance
of the mass of incident primaries.

O=1- (4.3)

4.2.2 Sensitivity to Mass Composition

In what follows, several sets of four—component primarymbeavere examined. These beams were
characterized by the mean and the variance of the logathmass of primary nuclei. Specifically, it

was assumed that the primary cosmic rays consist of fouehudth A; nucleonsj = p, He, N, Fe,
4

contributing with relative abundancés € (0, 1), where} fi = 1. The mean logarithmic magén A),
i=1

and the dispersion of the logarithmic mass in the primaryrhee(In A), are given by Eq{Z.31).

Dispersion of Primary Masses

Using the two models of hadronic interactions, the muon avdgnals were simulated as they occur
in the idealized arrays of detectors for each of the 286 rarilit chosen four—-component primary
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Figure 4.10: Sensitivity to the dispersion of primary mass€he variance of the logarithmic mass
of the primary beam¢-2(In A), is plotted as a function of the parameterdefined in Eq.[(413) for
QGSJet II-04 Ieft panels) and EPOS-LHCr{ght panels). Three regions of the mean logarithmic
mass{In A), are selecteddws of panelg from 286 diferent mass compositions of the primary beam.
The Pearson’s correlation d@ieientp is calculated for each of 6 plots. Markers indicate the numbe
of primaries present in the beam.
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beams within the simplified treatment described in the peviext. Corresponding matched fractions
of the muon and EM events were determined as functions ofghighzangle. Finally, for each of the
chosen primary composition the descriptive paramétagiven in Eqg. [4.8) was derived, and this
parameter was related with the given dispersion of the ithgaic mass in the primary beam.

The results for three regions @h Ay are summarized in Fig._4.110. In this figure, the dispersion
of the primary beam is depicted as a function of the paramitier QGSJet 11-04 (left panels) and
EPOS-LHC (right panels). The incident beams with a singlaany up to four primary components
were analyzed. Good agreement is observed between thesrelstdined with both examined models
of hadronic interactions. In this analysis, the spread efgtimary beam masses increases with the
difference of the number of matched evedisbetween the zenith angles df &nd 45 (see FiglL4.0),
as described by the parameteintroduced in Eq.[(4]3). The Pearson’s correlationfiéoient (o) of
a?(In A) and® is calculated for each region ¢h Ay and each model of hadronic interactions and it
is displayed in the left upper corner of every plot in Eig.Gt.1

It turns out that the parametdr correlates well with the dispersion of logarithmic massh t
primary beam constituents. Obviously, the knowledge ofrttean logarithmic mass increases its
explanatory power. To demonstrate this featur@edent bins ofIn A) of a width ofw ~ 1.3 were
used. Itis equivalent to the information thlit A) can be obtained from an independent measurement
at the same energy. The choicevofs realistic since, for example, the uncertainty derivemhfithe
measurements performed atd@V is typicallys((In Ay) = 0.4 < w/2, see bottom panels of Fig. 3]10.

On average, the paramet®rdecreases with the increasing mean logarithmic mass. Aiso,
correlation betwee® ando?(In A) is improving with the increasing mean logarithmic mass.

It is worth emphasizing that the paramedebehaves similarly with the dispersion of the primary
mass for a wide range of the selected threshdlds. In the presented examplddg, = 12 000 is
only a matter of an arbitrary choice reflecting the total nemtif events that was simulated and the
width of the co$(®) bin that was chosen. Also the numbers of matched evBigtsare not of crucial
importance in this treatment; only their relative changéh the zenith angle play any roles.

In this procedure, the size of the number of matched evermsirizarily given by the shower—
to—shower fluctuations and by the resolutions of both detectOn the other hand, the evolution
of the number of matched events with the zenith angle is maalised by corresponding reference
responses of the muon and EM detectors as obtainedfferelt primary nuclei in Sectidn 4.2.1.

Discussion

The presented relationship between the variance of theilogac mass of the primary beam2(In A),
and the parametéb derived from diferent responses of the two arrays dfelient detectors is rather
general. It stems from the basic properties of availablevehobservables as well as from the adopted
CIC approach. Somewhatftirent detector responses that might be various functiotiseofenith
angle, while proportional to the muon or EM density, would cleange this result significantly.

For example, the muons were not considered in the resporike &M detector (thin scintillator)
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since their inclusion cannot change the results substigntighe reason is that the ground density
of the total number of muons is about 15-50 times smaller tharground density of EM particles.
Moreover, the zenith angle behavior of the muon componettier moderate.

Nonetheless, it needs to be stressed that a specific applicdtthe parameted to quantify the
spread of mass in the primary cosmic ray beam for the meaklH&LCR data would require a detailed
knowledge of the detectors’ responses. Taking into accthwnspecificity of their observables, this
technique could also be generalized for observatorieystgadosmic rays of lower energies.

In a sense, thefiects of shower—to—shower fluctuations on the zenith—angperlence of the
number of matched events are not substantial in this tredtniewas verified numerically that the
results presented in Fig._4]10 will change only marginadiiydeveral times stronger correlations be-
tween the muon and EM signals. Less significant fluctuatiowscarrelations incorporated in sim-
ulated signals leave the results almostfiected. The studied relationship betweef(In A) and ®
remains valid also in cases where the shower signals are ttkerious distances from the shower
core. The same holds forfekrent threshold energies of detected secondary partitlesth types of
detectors.

The crucial ingredient of the presented method is that tleentwst up—to—date models of hadronic
interactions do not show any substantial deviations in $evfrehapes of reference attenuation curves
and their ratios. For a given primary composition, the refethip between the two types of signals,
as expressed by the parameterdoes not depend strongly on the actual values of the muoikihd
signals. Therefore, the details of the models of hadrortieractions are rather suppressed in this
treatment. One needs to keep in mind, however, that the girepef the reference showers could still
be diferent from the properties of the real showers detected inulrent detector arrays.

In comparison with the statistical uncertainty of the cotie most precise method based on the
depth of shower maximum measured at®1€V shown in bottom panels of Fig. 3110, the spread of
the massr-?(In A) can be determined with a similar uncertaisy->(InA)) ~ 0.5. This uncertainty
was estimated as the variance of the distribution efo2,.,{In A) — -(In A), whereo 2 ., swas cal-
culated using a linear fit af?(In A) depending o for different regions ofin Ay and various models
of hadronic interactions. The variancerois decreasing with increasingn A), see also correlation
codficients in Fig[4.10. Similar or even better precision, whempared to other methods, and weak
dependence on the model assumption make the presenteddnveglicsuitable to complement fre-
quently conducted studies of the mass composition of pyirparticles that are based on the analysis
of the mean logarithmic mass of primary species.

4.3 Summary

In both parts of the chapter, the basic properties of CORS$Kéwers modeled with two post-LHC
models of hadronic interactions were used for simplifiedusations of the detector responses to
UHECR showers.
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In the first section, two primaries were considered to itéteEhowers detected in EM detectors and
in detectors of a combined response to the EM and muon shawguanent. These rough responses
were motivated by responses of surface detectors depldytbe delescope Array and at the Pierre
Auger Observatory, respectively. In the second sectiom, diifferent primaries were considered to
initiate showers that induce signals in a hypothetical nlzgery with two diferent types of arrays
sensitive to the EM and to the muon component.

In the first part of the chapter, it was demonstrated that farra composition the CIC method and
the investigated MC-based approach are equivalent toatdhe signals for attenuation with zenith
angle. For a mixed composition, the CIC method eliminategz#nith angle bias in the reconstruction
of the shower energy, whereas the zenith angle bias is piriesre investigated MC—based approach
both for EM and EM-u detectors. Once the models of hadronic interactions llyhpredict the
shape of attenuation curves, the relative deviation of gieemstructed CIC curve from the MC pre-
dictions could be used to address the mass composition rofapyiparticles. The studied example
of a source signal at the highest energies (above 50 EeV)ssalmost no impact on the CIC shape
for intensity cuts at lower energy (30 EeV) and small deviations (few %) of the CIC shape were
observed for intensity cuts at energieg0 EeV.

In the second part of the chapter, the CIC approach was dpiéoth signals that were re-
constructed in coincident arrays of EM and muon detectora bypothetical observatory. It was
demonstrated that the dispersion of the mass in the primeayntof the UHECR particles can be ad-
dressed and even measured using the zenith angle behati@ wfimber of matched events in both
types of arrays. Very similar results for the two models adieaic interactions tuned to the LHC
data were obtained. The developed method could be applithe tdata of an observatory with inde-
pendent muon and EM detectors of some future observatory whletailed response of the detectors
is incorporated in the simulations. Even the existing olegeries probing lower energies of cosmic
rays can benefit from this method (e.g. KASCADE—-Grande withriuon and EM detectors).
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Chapter 5

Combined Analysis of Ground Signal and
Depth of Shower Maximum

The parameter that is most often used to study the mass ciiopa$ UHECR is the depth of shower
maximum Kmax). As it was discussed in Sectibn P.3, the number of muons amngt (\,,) measured
with surface detectors is another quantity that could bd tsstudy the mass composition of UHECR.
In this chapter, a combined analysis of simulated showgrsri®rmed in thel,, Xmax) plane and the
measured data of the Pierre Auger Observatory are analgzbd {(ground signal{max) plane where
the ground signal is the signal induced in the water Chenedkbectors. As in the previous chapter,
also this chapter contains the author’s original research.

At first, a method to obtain simultaneously the primary fi@ts and the rescaling of the muon
signal (see Sectidn 3.4.2) is introduced and demonstratedset of simulated showers in Secfion 5.1.
The method was presented in the conference proceedings B&ndly, the method is applied to the
data of the Pierre Auger Observatory in Secfiod 5.2. Notettigapplication of the method shall be
taken as very preliminary. It is not set as a part of thial results of the Pierre Auger Observatory.

Nevertheless the author takes the opportunity to prelirtjndemonstrate the method using the real
data.

5.1 Combined Analysis of Muon Shower Size and Depth of Shower
Maximum

As it was already presented in Sectlon 3.4.2, the mass catigmosf UHECR can be inferred on
an average basis from the measurement with fluorescencetatstevhen the central moments of
Xmax distribution are compared with MC predictions. The fluosssme technique provides a precise
measurement okmax With a resolution around 20/gn?, but a large systematic uncertainty remains
in the interpretation of the mass composition of UHECR. Thstacle comes predominantly from
different predictions of hadronic interaction models that ateapolated from accelerator energies
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to interaction energies of UHECR particles. These enercgesbe larger even by a few orders of
magnitude in the center of mass system than the energieslisiats at accelerators. The mass
composition of UHECR remains uncertain, and even unknowheahighest energies where a steep
decrease of the flux is observed. Moreover, the number ot&wetiected by fluorescence telescopes
wrt. the number of events identified by ground detectors iallemby a factor of 10 due to their low
duty cycle.

Assuming a small number of types of primary particles in thidBCR beam, the most probable
fractions of these primaries were inferred(inl[71] by therféiduger Collaboration using the fluores-
cence measurement (see also Eig.13.12). The measuretudistis ofXax Were compared with the
Xmax distributions of simulated showers that were initiated bgoenbination of assumed primaries.
Large diferences in the results were found among the models of hadrdaractions. Also, a degen-
eracy of solutions with similar probability can be expecasdgenerally, there are more combinations
of MC distributions of the individual primaries which deter the measured distributions similarly
well.

A measurement of the number of muons with ground detecterpavide an independent way
to infer the mass composition of UHECR. Muon detectors hawvest 100% duty cycle and, when a
good resolution oN, is achieved £10%), even better separability of the individual primages be
achieved than in the case of thgax measurement using the fluorescence technigue. Howeves, the
is a lack of produced muons in MC simulations when compareti thie measured data as it was
pointed out in Sectioh 3.4.2. The underestimation of themmqroduction is usually characterized in
terms of the muon rescaling factBy,. This factor reflects how much the number of muons produced
in the MC simulations needs to be increased to fit the measlated Moreover, a steeper dependence
(almost linear) ofN,, on the shower energy, see e.g. Eq. (P.21), than the depen@egarithmic) of
Xmax0n the shower energy, see e.g. [Eq. (2.24), makes the studgssfenmposition using only tix,
measurement morefticult than in case of th&,a.x measurement. Therefore a simple comparison of
the measured distributions bf, with MC predictions would be very complicated and a simuétzus
measurement of the shower energy is necessary to study ggeaomposition of UHECR using the
measurement dfl,,.

A combined measurement of UHECR showers with the fluoresctahnique Xmax and shower
energy) and muon detectorisl) could be a more successful way to address the mass coropositi
of UHECR. In the previous studies, the detected muon andreteagnetic signals were utilized to
determine the average mass number of a set of air showere,gd@01]. There are also methods
estimating the spread of masses in the UHECR primary beaansovielation of\,, and Xmax [[74],
or from signals in muon and electromagnetic detectors pteden Sectiofi 4]2. However, it needs
to be mentioned that the two currently operating experisiéihie Pierre Auger Observatory and the
Telescope Array) do not yet directly measure the muon compoaf showers with zenith angles
below 60.

This section introduces another method to determine thaidres of the assumed primaries in
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which the rescaling dfi, can be achieved simultaneously with a single fit of a combmedsurement
of XmaxandN,. In order to investigate potential of this method, MC shaweere generated with two
models of hadronic interactions tuned to the LHC data (run I)

5.1.1 Simulated Showers

Around 16 showers were simulated with the CONEX 4.37 generator forgy,Mand Fe primaries
with a fixed energy 1%° eV and for each of the two models of hadronic interactions $Q& [1-04
and EPOS-LHC). The zenith angled)(of showers were distributed uniformly in ¢o® for ® in
(0, 60°).

For each shower, muons with threshold energy 1 GeV1400 m a.s.l. were counted to calculate
N,. Electromagnetic particles of energies above 1 MeV fornhedangitudinal profile (dependence
of the deposited energy on the atmospheric depth) that wed ¥itith the Gaisser—Hillas function (see
Eq. (3:1)) to obtaiXmay.

The Gaussian smearing Bf,ax andN, with a variance equal t6(Xmax) andd(N,), respectively,
was applied to each simulated shower. These smeaisd) = 20 gcm? ands(N,)/N, = 10%)
imitate the detector resolutions. A correction for therastion ofN, with zenith angle was adopted
due to the dferent amount of atmosphere penetrated by the air showerebief@aches the ground.
The correction was made using a cubic function i@y for each model of hadronic interactions.
An equally mixed composition of p, He, N and Fe was considévezbtain an average attenuation of
N,.

5.1.2 Method

For both hadronic interaction models, tgax distributions were parametrized with Gumbel functions
[104] gi (see FiglL5.R) for all of the four primariés- p, He, N, Fe. Also, the dependence of the mean
N,, (N,), on Xmax was parametrized with quadratic functions¥pax that were denoted a(NL) (see
Fig.[5.1); again for each of the four primaries. The singkcating factoR, of (NL) was introduc

to incorporate into the method the case when a rescaliq§lof obtained from MC is needed to fit
the measuredN,). Then, for a combination of four primaries with relativedtians f;, ), fi = 1, the
resulting dependence @R,) on Xmax is given by

(N = > (wi - (ND)R, (5.)
i
where the weightsy; are expressed as

W = fi - g

=3 (5.2)
% (fi-9))

LIn principleR, can be dfiferent for showers induced byftérent primaries, but within the superposition model thgyasa
of singleR, for all four primaries is fair approximation. The dependewfR, on X is also neglected.

85



5.1. COMBINED ANALYSIS OF MUON SHOWER SIZE AND DEPTH OF SHOWE

MAXIMUM
© i) Br
= 20 = 20 1
Xi Xi F‘—;”/ Ere
% 1.8 /24 % [ IN

i 18- -
1.6/ t‘,,/’rjﬂ 1.6 rt_,\_/j_ﬁ
1.4 M 14 \M“T‘ﬁ

1.2 1.2 +

1056 600 700 800 600 1000 1100 1200 1056600 700 800 600 1000 1100 1200
Xmax [g/cm?] Xmax [9/cm?]

Figure 5.1: Dependence of the médnon Xyax parametrized with quadratic functio(NL). Showers

initiated by four primaries (see colors in the legend) weneutated with QGSJet [I-04l€ft) and

EPOS-LHC fight) for 6(Xmax) = 20 gcn? andd(N,)/N, = 10%. Only bins 0fXiax with more than
30 showers were considered in the quadratic fits.
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Figure 5.2: Distributions oKnax parametrized with Gumbel functiomp. Showers initiated by four
primaries (see colors in the legend) were simulated with @8&68-04 (eft) and EPOS-LHCr{ght)
for 6(Xmax) = 20 gcn?.

For each bin 0Kmay with width 20 gen?, (N, = (N,)(Xmax) is calculated as the weighted average
of (N!,) = (N!)(Xmax) rescaling alkN},) with the same factoR,. The weightsn = wi(Xmay) reflect
the relative contribution of each individual primary withrelative fractionf; to each bin ofXnax
according tay = gi(Xmax)-

Thus, any given dependence @f,) on Xnax Which is similar to the dependence of showers
initiated with a combination of proton, helium, nitrogendairon nuclei, can be fitted with the four—
parameter {,, fe, fn andR,) fit. The Fe fraction is obtained afterwardsfag= 1 - f — fye — fn.

An example of application of the method to the mixed compasiof showers initiated with 50% p
and 50% Fe is shown in Fig.5.3. The fitted dependeng&pf on Xmax (black points) is shown with
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Figure 5.3: Example of a fit (gray dashed line) for a set of sfrewcomposed of 50% p and
50% Fe (black points). Showers were generated with EPOS—HAAG(Xma) = 20 gen? and
0(N,)/N, = 10%. The individual p and Fe showers are shown with light laing light red points,
respectiyely.(N,E’) is depicted with blue open points a(NE © with red open points. The parametrized
O and(NL) for EPOS—-LHC were considered in the fit.

the gray dashed line. The hadronic interaction model EP®&-Was used in this example for the
generation of showers as well as for the parameterizatian ahd(NL). Starting from the lowest
values ofXmax, (Ny) matches(N/fe> for Xmax < 650 gcn? where a transition toward(&lﬁ) begins.
The transition continues up ¥max ~ 800 gcn?. For higher values 0Kmax (N matches(Nﬁ).

5.1.3 Tests of Method

In this subsection, basic examples of the presented metieahawn together with estimates of how
accurately the primary fractions and the muon rescalintpfatan be determined. In the following,
the detector resolutions are assumed té®&nax) = 20 genm? and 0(Ny)/N, = 10%. In total, 286
combinations of mixed compoaositions of p, He, N and Fe witletitms in steps of 10% were con-
sidered for both models of hadronic interactions. Each e¢hcompositions was reconstructed with
each of the two parameterizations obtained for the two nsodehadronic interactions. Addition-
ally, an example dataset was reconstructed with pararnatiems of each of the two models to have
another assessment of the method with respect to the twolsnofdeadronic interactions.

The diference between the fitted(t) and the true fyc) primary fractions is shown in Fig. 5.4
for QGSJet 11-04 (blue) and EPOS-LHC (red) considering & fossible compositions of the four
primaries. The reconstructed primary fractions of showerserated with a éfierent model than that
was used for the parameterization vuj;hand(NL) are depicted in green and black. Scenario 1 (2) cor-
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in steps of 10% were considered. Scenario 1 (2) correspon@&sJet 11-04 (EPOS-LHC) showers
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responds to showers produced with QGSJet [I-04 (EPOS—LHKiChited with the parameterizations
obtained from EPOS—LHC (QGSJet [I-04) showers.

When the same model of hadronic interactions is used for émemtion of showers and the
parameterization witlg; and(NL), the primary fractions are reconstructed withif% of the true
values. This defines the precision of the method in case ofgyi fractions. However, in cases of
Scenario 1 and 2 (when the trgeand(NL) are not precisely known), the primary fractions can be
inferred with a deviation of the order ever25%.

The muon rescaling factor is plotted for the 286 possible musiiions of the four primaries in
Fig.[5.5. The muon rescaling factor was found to be withinwva % from unity, when the same
models were used for the parameterization and the genei@tshowers (red and blue). This defines
the precision of the method in case Rf. Black and green histograms correspond to the relative
difference oiN, for showers generated with QGSJet [I-04 and EPOS-LHC, whiahout 6%.

'b .
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Figure 5.6: An example of data (black points) fitted with Q&t38-04 (blue) and EPOS-LHC (red)
parameterizations.

As another check, an example data composed of 5000 p and 80fbwers were produced with
QGSJet 11-04. For each showé\, was scaled by a factor 1.3 an¢hax wWas increased by 7/gre.
Note that EPOS—LHC generates showers Wity deeper by about 14/gr? than QGSJet 11-04 on
average. These example data were fitted with parameternzator both models of hadronic inter-
actions (see Fid. 5.6). Both fits describe the example datdasly well giving somewhat dferent
primary fractions and muon rescaling factors that are shovifab.[5.1. The deviation of;, is about
10% when diferent parameterizations (Figs.J%.2]5.1) based on the tvebmeent models of hadronic
interactions were used. The ratio Rf for the two models reflects again that EPOS—-LHC produces
by about 6% more muons than QGSJet [I-04 on average.
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Table 5.1: Fitted parameters for the example data from(Egy. 5

[ Model [ [ [ fell [ W% R, |
QGSJetll-04 41x2] 0+1 | 0+1 | 1.297+0.004
EPOS-LHC | 52+3 | 4+3 | 0=1 | 1.214+ 0.004

5.2 Application to the Data of the Pierre Auger Observatory

In this section a method presented in the previous sectiapptied to the data of the Pierre Auger
Observatory. The number of muons is not directly measurdtieaPierre Auger Observatory for
zenith angles below 60 However, the ground signal is sensitive to the EM comporaadtto muons
as well and therefore it is used instead\ifin the combination with the depth of shower maximum.

At first, the parameters used in the combined analysis afigae Then, the features observed
in the dependence of the mean ground signal on the depth wiesimaximum of measured data are
probed for reconstruction issues. Finally, this dependeasicliscussed and interpreted using detailed
MC simulations.

The same data of the Pierre Auger Observatory that wereesdlgcthe study oKmax distributions
[67] are analyzed in this section. These data were recansttuwith the software fline [105]
v2rop5. The response of surface and fluorescence deteatGBRSIKA showers was simulated also
with the Ofline v2r9p5. These simulated showers [106] produced by thedPAuger Collaboration
were reconstructed and selected with the same cuts as tiseiredalata.

5.2.1 Ground Signal and Depth of Shower Maximum

In the first approximation, the responses of the water Clkeredetector (the sign&(1000)) to the
muon and EM component of shower are equal at small zenitleai@@X < 200 gcnP), see left panel
of Fig.[5.1. The signals induced by the EM component have sinjlar size for showers induced by
protons and iron nuclei of the same energy for almost albhdists 0fXax to the ground (and also for
all zenith angles). On the other hand, the signals inducatidoynuon component fller substantially
for p and Fe primary particles. Therefore, the SD signal isiige to the mass composition of
UHECR (after the attenuation of the EM component with zeaitgle is accounted for).

Not only the dependence of the SD signal on zenith angle,Ibatis dependence on energy has
to be taken into account. The correction$(fL000) for the diferent amount of atmosphere that is
passed by shower of a given zenith angle is performed usm@t approach (the sign&ss, see
Sectior 3.32). The energy evolution of the ground signebrsected using the FD energy. The ratio
of reconstructed energies

Esp aSy
Ero  Erp
actually provides an estimate of the relative change of thesig§nal independently on energy and

(5.3)
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zenith angle. This ratio will be used in the following as threund signal that is sensitive to the
number of muons on ground (shown in an internal notel[108he $ame calibration constardsb
from Eq. [3:3) were used as for the data of the Pierre Augee@htory as for the simulated showers
induced by all primaries.

The sensitivity of the ground signal to the mass compositiddHECR (or the mass composition
bias in the reconstructed SD energy) is indicated for MC &tans in the right panel of Fig. 3.7.
About 20% diference between the averafes for showers induced by protons and iron nuclei is
expressed with the corresponding calibration curves.
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Figure 5.7:Left panel: Dependence of the SD signal on the distanc&gfx to the ground DX).
Showers initiated by protons (black and brown) and iron eiuged and blue) are shown for signals
induced by EM particles and muons. Picture comes friom|[1®&ight panel: Calibration curves
inferred from the Golden events of the Pierre Auger Obserydblack line) [44] and of the simulated
showers that were induced by protons (blue line) and iroheng@ed line). The generated showers
were produced with EPOS-LHC.

As it was previously described in Sectibn_3]3.1, the recanttd Erp is very little sensitive to
the primary mass. It is due to the fact that the measuredic@tic energy nicely scales with the
energy of the primary particle. The remaining parL(%) of the shower energy, the missing energy,
needs to be added to the calorimetric energy to obtain tla sbbwer energy. The reconstructed
shower energy diers within few percent for showers induced by protons andl maclei. Therefore
the reconstructed FD energy is considered to have only veajl snass composition bias (few %).

The correlation between the ground signal and the numberuoision the ground level from
CORSIKA simulations is shown in Fi§._3.8. The ground signfakionulated showers was recon-
structed using the same CIC curve and the same SD calibratime used for the reconstruction of
data of the Pierre Auger Observatory. Therefore the renacted Egp is systematically smaller than
the reconstructe@rp as a consequence of the known lack of muons in MC simulatiansta the
measured data (as discussed in Se¢fion]3.4.2 and as visitile right panel of Fid._5l7). The total
number of muons at the ground lewfORSKA(Eyc, ©) was obtained directly from the CORSIKA
program without the detector reconstruction. It was scaligd energy of the primary particl&yc
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Figure 5.8. The ground signakE§p/Erp) plotted as a function of the total number of muons on
ground. This number was obtained from CORSIKA and is egeivaio the total number of muons of
a shower with energy 18 eV and zenith angle 38 The showers induced by four primaries (colors)
of energy 18%5-190 eV were produced with the model EPOS—-LHC. The average valités ground
signal over all primaries are shown by black points.

andg = 0.9 for every shower according to EQ. (2121) as

10%° ev)ﬁ

NCORSIKA(lo EeV, @) = NCORSIKA(EMc, @) :
; i EMC

(5.4)
to correspond to the total number of muons produced by a shofvenergy 18° eV. It was also
corrected for the attenuation with zenith angle using the &iproach obtainintSORSKAEyc, 38°).

The parameteEsp/Erp in fact represents the same informationSi$1000) used in[[75], see
Sectior 3.4.P. It holds:

100eVv\""  (Egp\Y? (1019 ev\"P
S*(1000)= S3g | ———=| = . 5.5
(1000)= Sas (EFD[eV]) (EFD) ( a ) -9
wherea, b are the calibration constants from Hg. (3.3). s very close to one,
. Esp
S*(1000)= —2 . 47.8 VEM. (5.6)
Erp

Note also that the ground signal defined as the ratio of réaaied energies is in fact invariant
to the changes in the energy scale.

The depth of shower maximum increases with energy, see[EZd)(2 Therefore, a correction
for this energy evolution was incorporated, although thpedeence is weak (linear in logarithm
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of energy). The elongation raf@ is very similar for three models of hadronic interactiong{8,
QGSJet 11-04 and EPOS—-LHC) and for 4 primaries and hencealwe® = 56 gcn? is taken as
their average froni[109] whet@ € (54, 58) g/cn?. The quantityX>, is defined as

max
X2 = Xmax+ D - (19— log(Erp [€V])) (5.7)

and it corresponds to théna measured at energy 10eV. Note that this correction is in fact relevant
only for wide energy bins. It also enables to compare Xhgx of measured data, or simulations,
for different energy bins with a single variable. The depth of shanaximum does not depend on
the zenith angle with a fair approximation as the interaciwocesses responsible for the shower
development depend on the penetrated atmospheric depth.

5.2.2 Breaks in Dependence of Mean Ground Signal 0Xax

To draw any conclusion about the mass composition of prirparticles from the measured data, it
is necessary to apply a wide range of selections relatecet8hand FD data. For the SD selection,
only events with zenith anglg 60° satisfying the physics trigger T4 and the quality trigger[45]
(standard SD reconstruction cuts) were accepted. Evetdstdd during the so—called bad periods,
when the proper SD reconstruction was not assured, wereveghfoom the analysis. For the FD
selection, the detectoffects (limited viewing angles of telescopes) were removathube so—called
Field—-Of-View (FOV) cuts and the quality cuts provided aatglle reconstruction oKax according

to the standarKmax analysis[[67]. These FD cuts provide not only a reliable mstwiction of the
longitudinal profile, but also an unbiased selection of &vevith respect to the mass composition of
primary particles.

Three samples of the data of the Pierre Auger Observatoty Rt energy above 168 eV are
discussed in this section. The sample of 19759 hybrid evesgd in the study oK ax distributions
[67], including all the mentioned FD cuts, is in the followiplots depicted with black lines ("Hybrid
with FOV"). A subset of 9003 events of this sample with a sasfid reconstruction of the shower
in the SD is denoted as "Golden with FOV" in blue. Finally, Belden data with 19943 events
satisfying all the FD cuts but with the released FOV cuts aaled in red ("Golden, no FOV"). The
hybrid data set is used as the unbiased benchmark in some @ilkbwing plots. The Golden data
without the FOV cuts provide a cross—check of features o&blklen data with the FOV cuts that are
used in the subsequent section to interpret the measuradvitatMC.

The energy spectra of these three samples of measured dathavn in Figl519. The Golden
data with the FOV cuts contain approximately half of the nemdbf events in the hybrid data set,
whereas the sample of Golden data with released FOV cutshe gimilar size as the hybrid data set.

Regarding the zenith angle distributions (Hig. %.10), tk®/Feuts (black and blue) restrict the
zenith angles towards somewhat higher values comparec toatke when the FOV cuts are not in-
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Figure 5.9: Energy spectra of three samples of data measiithé Pierre Auger Observatory that
are described in the text. The hybrid data were selecte®fer 90°, whereas the Golden data for
® < 60°.
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Figure 5.10: Normalized distributions of the zenith anglethe three samples of the measured data.
The respective intervals of l0Bp [eV]) are shown in up-right corners of the plots.

cluded (red). The requirement of a successful SD recortgirudoes not influence the zenith angle
distribution at all energies (black and blue histogramsoaréop of each other).
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Figure 5.11: Dependence of the mean of ¥jgy distribution on FD energy for three samples of data
measured at the Pierre Auger Observatory.

Fig.[5.11 shows the dependence of the mean ofXhg distribution on FD energy for three
samples of the measured data. When no FOV cuts were used &eagstematic shift of Xmax)
towards shallower showers compared to the hybrid datakpiacevident for all energies. It is a
consequence of the geometric aperture of the FD that is aagedavorable for shallower showers.
Whereas Xmax Of the Golden data with the FOV cuts (blue) is consistent Withay of the hybrid
data with the FOV cuts (black) for energies abové®2®V, below this energy a flerence between
these two(Xmax Values is visible. This dierence is a combination of twdfects. At first, theXmax
acceptance can be in principlefférent (diferent selection of events) for golden and hybrid showers.
Secondly, this observedftirence can be an indication of a presence of heavier nutialldser
Xmax) that are more probable to trigger in the SD for these energjiece the showers induced by
heavier nuclei contain higher amount of muons. As it wasciaigid in Fig[ 5.1 for dferent primaries,
the dependence @, on Xmax is moderate for protons and the correlation betwiigrand Xiay is
even positive in case of heavier nuclei. Therefore, a deledtf showers with higheN, of single
primary should not decreag¥max much. Thus the observedfidirence of Xnax) between the hybrid
data with the FOV cuts and the Golden data with the FOV cut$eaadso a real indication of a mixed
composition below 12 eV.

Fig.[5.12 contains the dependence of the mean ground signgty for two samples of Golden
data (with and without the FOV cuts) for 4 energy bins'(£0180, 10t80-182 1 l82-185 1(185-190 g\),
For energies below 85 eV, abrupt changes ("breaks") can be seen aro(iig = 700-740 gen?
and X1, = 800-860 ¢c? for both data samples. Therefore, these breaks can not besagqence
of the FOV cuts. For the energy bin #3-1°0 eV a steadily decreasing trend of the mean ground
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Figure 5.12: Dependence of the mean ground signady for two samples of the measured data.
The respective intervals of l0B€p [eV]) are shown in up-right corners of the plots.

signal is observed in both data samples.

Various checks for reconstruction issues that could caussetbreaks were performed. The de-
pendence of the mean ground signal or?(®¥is not constant below the energy threshold®f0eV
(see Fig[5.113). Note that above this energy threshold tbeests induced by protons and iron nuclei
have the same triggefficiency> 0.95, whereas below this energy their triggéiaencies are dier-
ent and depend also on the zenith angle. Showa®soR0° as well as showers @ > 45° containing
a higher amount of muons are more probable to trigger beld#°1€v (higher number of triggered
stations). Figl 5.14 shows that the observed breaks do nithvavhen the data are divided into two
sets (4 left and 4 right panels) according to the zenith atlmgéow and above 40. The breaks are
less significant (with taking the statistical errors into@aent) due to the fact that the number of events
is approximately twice smaller than in Fig. 5112, but thegwicat the approximately same values of
X9 as in Fig[5.IR. For various ranges of the zenith angle thekisrdid not disappear.

In Fig.[5.15%, the dependence of the mean ground signal ontdlge ®f shower evolution after
reachingXmax (DX) is plotted. KnowingXmax, zenith angle and actual atmospheric pre@@rme

2The air pressure and the air temperature are measured aethe Ruger Observatory every five minutés [11.10].
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Figure 5.13: Dependence of the mean ground signal on ththzzamjle for data sets with and without
the FOV cuts. The respective intervals of IBgf [eV]) are shown in up-right corners of the plots.
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Figure 5.14: Dependence of the mean ground signadidpfor zenith angles 0—4Qfour left panels)

and 40-60 (four right panels). The respective intervals of lI0Bfp [eV]) are shown in up-right
corners of the plots.

distance ofXax to the ground was calculated as

DX[g/cn?] = p[Pa)/g[m/s’]/10/ coS@) — Xmax (5.8)

whereg is the acceleration due to gravity of the Earth. The depetelef the mean ground signal
on DX is not constant below £8° eV from the same reasons as in the case of the dependence of
the ground signal on cé@). As an example of a check for origin of the observed breakstdua
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combination of events of a wide range DX, the dependence of the mean ground signaKgt, is
plotted for showers witDX e (200, 400y g/cn? in Fig.[5.16. In this range dbX, the dependence
of the mean ground signal dBX is roughly flat for all energies (see Hig 5l15). If the breaks i
Fig.[5.12 were caused by breakdiX, they would disappear in Fig. 5]16. The breaks remaineckat th
approximately same values ¥f2, as in the Figi5.12. The breaks did not disappear even foowsri
selections of the range in the stage of shower evolution.
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Figure 5.15: Dependence of the mean ground signal on thendistofXax to the ground for data
sets with and without the FOV cuts. The respective intergleg(Erp [eV]) are shown in up-right
corners of the plots. The black vertical lines illustrate selected range @X that was used for the
check of the two—breaks origin in Fig. 5]16.

Another check that was performed is the stability of the gtbaignal with time. The temporal
dependence of the ground signal can be caused by the agihg 80 and of the FD (steady long—
term dfect) or by atmospheric conditions (mainly air pressure antbmperature) that are changing
during the year (annual fluctuations). No significant timpatelence ofXnax VS. Erp was found.

In Fig.[5.17, the dependence of the mean ground signal on H&t@n@ of shower detection
(Tepg) is shown for four energy bins. The Golden data without th& [e0ts (in red) are shown only
for a cross—check. The ground signal exhibits the long—teffect and the annual fluctuations as
well in all four energy bins. The linear fits of the Golden dafigh the FOV cuts are depicted with
blue lines expressing the average steady increase of thedygignal with time. From these fits, the
ground signal is estimated to increase by 1.6-3.0% per year.

3The GPS time is the time of detection measured by the GPS/egcticounts the number of seconds from 00:00 a.m.
on 6" January 1980. One year takes then about 31.5 Ms.
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Figure 5.16: Dependence of the mean ground signaXi for DX € (20Q 400 g/cn? for data
sets with and without the FOV cuts. The respective intergleg(Erp [eV]) are shown in up-right
corners of the plots.
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The annual fluctuations of the mean ground signal are visibkig.[5.17 at~30 Ms time scale.
These fluctuations are shown in Hig. 5.18 as a function of tbetimof detection {1). The ground
signal of each event in these plots was corrected for thepiearease with time-2.3%year as

(Esp/Erp)(Tref» M) = Esp/Erp(Tref, M) = Esp/Erp(Teps M) + 2.3%/year- (Tref— Tapg (5.9)

whereTres = 900 Ms was chosen as the reference GPS time. The mean of tiredgsignal corrected
for the long—term fect according to Eql_{5.9) was then fitted in each energy kiim avgeneral cosine
function of the montiM when the event was detected:

C(M) = Cax- COSP - (M —S)) + O (5.10)

whereCnax is the amplitude of the annual fluctuatiorid,was fixed to reflect the annual period of
12 months P = 27/12), S > 1 is the shift of the maximum an@ is the dfset parameter. The four
fits (shown in Fig[5.18) for dierent energy intervals provided similar valuesGafax ~ 5.5% and

S ~ 1.1 with the minimum oK Esp/Erp(Tres)) around July and with the maximum around January.
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Figure 5.18: Dependence of the mean ground signal on thelmwdrdetection during a year. The
ground signal was corrected for a long—terfieet according to EqL(5.9). The respective intervals of
log(Erp [eV]) are shown in up-right corners of the plots.
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In fact, this is in accordance with [1110] where theeet of the average air density on the signal in
water Cherenkov detectors was studied. The air densityspga@kind the middle of the year (austral
winter) and reaches its minimum around the beginning of #e yaustral summer). Generally, the
higher the air density, the lower the Moliere radius (tramse spread of 90% of the EM energy) and
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therefore also the smaller lateral spread of EM showerssé&mprently, somewhat lower reconstructed
ground signals can be expected for seasons with highersitgen the middle of the year compared
to seasons in the beginning of the year.

A correction for these annual fluctuations of the groundaigras adopted for each event detected
in monthM as

ESD/ EFD(TRef, MRef) = ESD/ EFD(TRef, M)+Cmax' (COSP ! (MRef - S)) - COSP ' (M - S))) (5-11)

where the reference month was chosen to be AMigd = 4). Combining the two time corrections
in Egs. [5.9),[(5.111) the corrected ground signal is ploiteBig.[5.19 together with the uncorrected
ground signal. The absolute value{®&sp/Erp(Tret, MRef)) (gray points) depends naturally on the
choice of Tret and Mgetr. The two breaks in the dependence(&kp/Erp(Tret, MRref)) ON X,%%X
remained at the same positions with very similar signifiesnc
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Figure 5.19: Dependence of the mean ground signakKh, for the Golden data with the FOV
cuts with (gray) and without (blue) the correction for theei evolution of the ground signal. The
respective intervals of lo§p [eV]) are shown in up-right corners of the plots.

In Fig.[5.20, the Golden data with the FOV cuts are compardtidsame data with the energy
scale shifted by-14%. Note that these shifts in energies correspond to theragéic uncertainty in
the energy scale of the Pierre Auger Observatory. The §tlesitivity of the observed breaks to the
energy scale comes from the definition of the ground signtdeagatio of reconstructed energies. The
small deviations come from the correctionX#ax for the energy evolution, see EQ.(5.7).

Altogether, the breaks observed in Fig. .12 can not be secpesice of the usage of the FOV cuts,
wrong correction for the attenuation of the ground signahwenith angle, elongation rate correction
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Figure 5.20: The comparison of the Golden data with the FQ¥ with the same data shifted in the
energy scale by14%. The respective intervals of Idg{p [eV]) are shown in up-right corners of the
plots.

of Xmax Or due to the selection of events withfférent stage of shower evolution. These breaks can
not be also caused by the time evolution of the ground sigmdltiaere is a negligiblefiect of the
energy scale. As no reconstruction issue inducing the brigathe dependence of the mean ground
signal on the depth of shower maximum was found, these braaké the following considered
as the manifestation of the mass composition bias in thensteected SD energy measured by the
Pierre Auger Observatory. In the following, the Golden daith the FOV cuts are interpreted using
detailed MC simulations that were treated in the exactlyesamy as the measured data including all
the applied cuts, the SD calibration curve and the CIC curve.

5.2.3 Interpretation of Measured Data based on Simulated Skwers

MC simulations with full SD and FD reconstructions obtairfeain the MC shower library[[106]
were used for the interpretation of the Golden data with 1% Euts. The MC showers induced by
p, He, O and Fe were generated with CORSIKA in the range ofggrn@8.5, 19.0) and zenith angle
(0°, 6C°) for three models of hadronic interactions (QGSJet [I-040BERLHC and Sibyll 2.1). The
simulation of the detector responses together with the SIF&nhreconstructions was performed with
the same @line version v2r9p5 that was used for the reconstruction @fsueed data. The same cuts,
including the FOV cuts, as were used for the measured damapgiied to the generated showers.
An example of the dependence of the ground signakii, for a mixed composition of primaries
50% p+ 50% Fe is shown in Fig.5.21. The mean values of the groundakfgn the mixed set of
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Figure 5.21:(a): Projected distribution of the ground signal for showersuzatl by protons and iron
nuclei. (b): Dependence of the ground signal Xnax for showers induced by protons and iron nuclei.
The showers were produced with model EPOS-LHC. The meaawalithe ground signal are plotted
with open blue and open red markers for showers induced kpmsand iron nuclei, respectively.
The mean ground signal of the mixed composition of 50% H0% Fe is depicted with black full
markers. (c): Projected distribution oK}, for showers induced by protons and iron nuclei. The
merit factors MF) of the projected distributions, calculated according ¢p £.29), are depicted in
right upper corners of the plots.

showers are depicted by black full points. Note that the “foveaks dependence" of the mean ground
signal onX1?, is very similar to those observed in Fig. 5.12; including gusitions of the breaks.
The two-breaks structure in the dependence of the meandaysignal onX2, comes from the fact
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that two observables sensitive to the primary type are coetbtogether. To illustrate thigtect,
the projected distributions of the two observables are shoext to each axis. The merit factors
of distributions ofEsp/Erp and X1?, calculated according to Eq.(2]29), dvtF(p, Fe) ~ 1.0 and
MF(p, Fe)~ 1.4, respectively.

The following analysis is analogous to the method preseintéte Sectiofi5]1 foN, andXmax at
a fixed energy. Instead of these two observables, the enedgpéndenEsp/Erp and X}, are used
for different energy bins.

The parametrized dependencies of the mean ground signai:hpwith quadratic functions
(Esp/Erp)i = (Esp/Erp)i(X}2,) are shown in the upper panels of Hig. 5.22 for showers irdlioye
each of 4 primaries & p, He, O, Fe) for 3 models of hadronic interactions. Note tiheite are no neg-
ative correlations nor significant features (two breakseobked for any of the four primary particles
and three models of hadronic interactions. The normaliEyg, distributions are depicted in the bot-
tom panels of Fig.5.22. These distributions were paramegtrivith Gumbel functiong; = g (X2,
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Figure 5.22: Parametrization of MC showers produced withSQ& 11-04 Ieft), EPOS-LHC
(middle) and Sibyll 2.1 fight). In the upper plots, the dependence of the mean ground signal on

X,%]%X is parametrized with quadratic functi®Bsp/Erp); for each of four primaried & p, He, O, Fe).

In the bottom plots, the normalized distributions o}, are parametrized with Gumbel functiogs
for each of the four primaries.

Analogously to the method presented in Sechion 5.1fp» = (N,)(Xmax), the dependence of
(Esp/Erp) = (Esp/Erp)(X:2,) on X2 is fitted with a combination of MC predictions for 4 primaries
(p, He, O and Fe) with relative fractiorfs >, fi = 1, in the UHECR beam according to

(Esp/Erp) = Z (Wi - (Esp/Erp)i) fsp (5.12)
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where the weightsy; are expressed as

w19 (5.13)
2(f-9)
with j = p,He, O, Fe. The rescaling factor of the ground sign&Jp, is introduced to rescale each

of the functions(Esp/Erp); with the same value in order to incorporate the lack of muons1C
simulations wrt. the measured data.

Thus, the dependence @Esp/Erp) On X,}W%X can be in principle fitted with the four—parameter
(fo, fue, fo and fsp) fit using they? method. The Fe fraction is obtained afterwardsfas= 1 —
fo — fie — fo. Since the discrepancies between the models of hadroei@ations are still too high,
the primary fractions are problematic to be unambiguousigditogether withfsp; as it is described
in the following. However, when the primary fractions areetix the rescaling parameter remains the
only parameter that is fitted.

For the following interpretation of the data measured aftieere Auger Observatory, the showers
simulated in the energy range#8-1°0 eV were used. This energy range is narrower than the energy
range of the measured data {1®1°C eV). The shapes dEsp/Erp)i andg; were checked with other
showers from the MC shower library that were simulated ingneanges 180-185 ey, 101°0-195 gy
and 13°5-200 eV, The number of these showers was much smaller than theerunfitshowers in
the energy range 18°-1°0 eV. Nevertheless no obvious dependence of the shapes ohgiaized
functions (Esp/Erp)i andg;) on energy was found.

Mass Composition

Four left panels of Fig. 5.23 contain the redug&dralues of the best fits for 286 tested mass compo-
sitions of all possible primary fractions of p, He, O and Fetieps of 10% that were fixed in the fit
when fsp was the only free parameter. Theséatient mass compositions of primaries are denoted
ascomp #. The primary fractions correspondingdomp # are plotted in the right panel of Fig. 5123.
Note that the proton fraction decreases witmp # and that the helium fraction increases watimp #

for a given proton fraction.

The reduced? values are very similar for QGSJet 11-04 and for Sibyll 2tlisla consequence of
very similar shapes of dependenciesB&p/Erp)i on X2, for these two models (see the up-left and
up-right panel of Fig. 5.22). The degeneracy of solutiors trescribe the dependence(Btp/Erp)
on X2, similarly well (see also Fig. 5.24) is obvious for all thre@aels (no distinctive minimum
of y?/NDF amongcomp #). Therefore the unambiguous derivation of the primargticas from the
data of the Pierre Auger Observatory is complicated withapresented method. Thus the fits with
the primary fractions set free are not performed in the failhg. Instead, the one—parameter fits with
all possible combinations of the four primaries were agplie

Fig.[5.24 shows the solutions with all possible primary it fixed in steps of 10% that describe
the measured data wiiff/NDF smaller than 4. The plots indicate that the "two—breadsd" of the
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Figure 5.23:Four left panels: Reducedy? values for 286 mass compositions of all possible combi-
nations of p, He, O and Fe in steps of 10% that were fixed in thef fite data of the Pierre Auger
Observatory. Right panel: Primary fractions corresponding to each of these 286 coatibims of
primaries denoted aomp #.

measured data in the three lower energy bins and the deagdasind in the highest energy bin can be
described using all three models of hadronic interactitmportant conclusion is that the dependence
of the ground signal oix1?, can be satisfactorily explained only with a mixed compositof the
primary beam. In case of pure beams of primary particlestwo—breaks structure" nor the negative
correlation in this dependence is observed (see again pppsrin Fig[5.2P).
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Figure 5.24: The data of the Pierre Auger Observatory (blaahkts) fitted with parameterization
obtained with QGSJet II-04dur up-left panels), EPOS—-LHC four up-right panels) and Sibyll 2.1
(four bottom panels). The primary fractions were fixed to all 286 possible coralioms of p, He,
O and Fe. Only the solutions that described the data y#ftNDF < 4 are shown. The fits with the
smallesty?/NDF are depicted with thick black lines. The respectiverivats of logErp [eV]) are
shown in up-right corners of the plots.
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Figure 5.25: The umbrella plots for the fits of the dependesic&sp/Erp) on X1, for QGSJet Il-
04 (eft panelg), EPOS-LHC fiddle panelg and Sibyll 2.1 (ight panels). The panels are ordered
from top to bottom according to intervals of increasing Idg{p [eV]) that are shown in up-right
corners of the plots. The points correspond to all possiblakinations of p, He, O and Fe with
relative fractions in steps of 10%. Their color reflects thducedy? of the fit with Eq. [5.1R) to
the data of the Pierre Auger Observatory. The shaded bogkslanthe estimated solutions from the
analysis of theXmax moments in Fig_3.10. The black open squares corresponeé tadments of I
calculated from the estimated primary fractions in EigZ3obtained by fitting théXiax distributions.
The spread of masses inferred from the correlation bet@&€r000) andX;,., (Fig.[3.15) is depicted
with dashed boxes.
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The mean and the variance ofArcan be calculated for each combination of the four primaries
that were fixed in the fit whildsp was free. Fig.5.25 contains the points in the plane\(l(In A))
corresponding to each such a combination of primaries witbrs of points assessed according to
the reduced/? of the fit. The plots are shown for three models of hadronierattions (from left
to right) and for four energy bins (from top to bottom). Theresponding moments of i derived
from the moments oK« distributions in Fig[3.10 are indicated by gray boxes. Thel open
squares correspond to the moments & ralculated from the estimated primary fractions in Eig28.1
where theXax distributions were fitted with combinations ¥f,ax distributions of simulated showers
induced by four primaries. For the highest energy bin (lmotf@nels), the spread of masses inferred
from the correlation betwee®*(1000) andX:, ., (Fig.[3.15) is depicted with dashed boxes.

The plots in Fig[5.25 can be used to test the consistencyeaehtheX,,x measurement and the
combined measurement of the ground signal’dngk. For QGSJet 11-04, the combined measurement
is better described (smallg?/NDF) with primary beams of largein Ay and largeto-?(In A) than in
case of theXax measurement for all four energy bins. Remember that the maigally negative
a?(In A) derived from the moments of lat higher energies was already discussed in Selction 3.4.2.

The model EPOS-LHC gives the most consistent results batitee,.x measurement and the
combined measurement of the ground signal Hpgk among the three models of hadronic interac-
tions. There are always some combinations of the four preadhat are compatible with th€nax
measurement and simultaneously describe the dependetigengErp) on X1, quite well.

The parameterization inferred from showers produced wililgliS2.1 describe the dependence of
(Esp/Erp) ON X,}W%X similarly well for the same combinations of primaries as@&SJet 11-04. The
main diference in the description of the measured data by these twelmiges in the rescaling factor
that is diferent for these two models as it is discussed in the following

As it was already mentioned in the previous text, the triggfgciency in the SD is dierent for
different primaries below 8° eV. The dependence of the triggefieéiency on energy is shown in
right panel of Fig[’5.26 for protons (red) and iron nucleia@). The zenith angle was integrated
up to 60. The maximal diterence of the triggerficiency between protons-Q.55) and iron nuclei
(~0.7) is at energy around 1®eV. The trigger ficiency is in the first approximation predominantly
dependent on the number of muons on ground. In[Eig. 5.1, opjreupanels of Fig 5.22, roughly
the same dference oN,, or of the ground signal, is observed between p and He, He &89, N(O)
and Fe. Therefore, the triggeffieiencies 0.55, 0.60, 0.65 and 0.70 for p, He, O and Fe, rasplct
were chosen to check the maximdiet of the SD trigger on the mean and the variance @f ¢
the primary particles. In the left and middle panel of Fi@®&.the diferences of the mean and of
the variance of I\, respectively, between the case with and without congidethie trigger ficiency
effect are shown for all 286 possible combinations of p, He, OFsndith relative fractions in steps of
10%. The mean of IA of the UHECR beam is overestimated by 0.3 at most due to thgetriéfect.
The variance of I\ is influenced by the SD trigger up to 0.5. Therefore thieda of trigger &iciency
below 13%° eV can not change the conclusion that the primary beam is réancomposition in
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the studied interval of energies. Also the observed incdaiifity for QGSJet 11-04 and Sibyll 2.1
remains unfiected by the #ect of trigger @iciency.
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Figure 5.26: Comparison of true UHECR moments odJthe meanléft) and the variancetgiddle),

with those moments of IA that include the #ect of diferent trigger #iciencies for diferent pri-
maries. The triggerf@ciency was estimated at energy’d@V from the plot in the right panel. All
possible combinations of p, He, O and Fe with relative faaetiin steps of 10% were considered.
Theright plot describes the triggefficiency of the SD at the Pierre Auger Observatory as a function
of energy for diferent primaries. The showers with zenith angles up fovéére included. Picture
comes from[[45].

Lack of Muons in MC Simulations

The rescaling factor of the ground signal that was fitted Wth (5.12) is plotted vs.comp # in
Fig.[5.27. Comparing with the plot in the right panel of Hig2%, fsp depends mainly on the pro-
ton and helium fraction. In both casef;p increases with the fraction of proton and helium in the
UHECR beam. That is reasonable since protons and heliuneirarel the lightest primaries that were
considered.

The rescaling factor for a given model of hadronic interatdi depends also on energy, which
comes mainly from the fact that the mean ground signal of teasured dataEsp/Erp)PA™), av-
eraged over alk}? values, increases with decreasing energy belot#%16V (see Figl5.12). Below
this energy, showers with a higher content of muons are maitgaple to trigger (approximately uni-
formly in Xnhax). Therefore the reconstructed SD signal and consequéggly/ Erp) is larger towards
lower energies below 18° eV. Since this is a reconstruction feature (triggfeet) of the measured
data that is not present in the MC simulations of energié&>>° eV, fsp needs to be corrected for
this dfect for each energy bin as

fsp = fsp — ((Esp/Erp)?A™ - 1). (5.14)

The rescaling factor corrected for the triggéfeet (ng) is plotted in Fig[5.28 as a function of
proton plus helium fractionfg + fe). The energy dependence is then very moderate. A weakly
increasing trend ong with f, + fye is observed for all three models of hadronic interactions.
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Figure 5.27: Dependence of the rescaling factor of the Sbasifitted with Eq. [5.1R) to the data
of the Pierre Auger Observatory with fixed primary fractiaisall possible combinations of p, He,
O and Fe (denoted witcomp #) with relative fractions in steps of 10%. The respectivierivals of
log(Erp [eV]) are shown in up-right corners of the plots. The moddladronic interactions are
distinguished according to types and colors of markers.

According to the interpretation of the measured distriingiofXmaxin Fig.[3.12,fy+ fre is above
~0.5 for all three models of hadronic interactions in the gpeange 18”8120 eV. Therefore, the
most realistic estimation of the discrepancy between thegvilictions and the measured data for
the SD signal (predominantly in the number of muons) wasoperéd for combinations of primaries
fulfilling two conditions: fy+ fye > 0.5 andy?/NDF < 4 of the fit. The resulting range of the rescaling
factor of the SD signal is shown in Fig. 5129 as a function argw for all three models of hadronic
interactions. The range o‘ED for f, + fye > 0.5 is depicted with dashed boxes. The range‘Z@‘
applying the additional condition on the redugedof the fit is illustrated with full boxes.

To conclude, the models of hadronic interactions EPOS—-L@IGSJet 11-04 and Sibyll 2.1 pro-
duce 0f~10-20%,~25-35% and~55-70%, respectively, smaller signal in the SD than it iseobsd
at the Pierre Auger Observatory for showers with energié$t&0 ev.
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Figure 5.28: Dependence of the rescaling factor of the SBasigcorrected for the triggerfiect)

on proton plus helium fractionfg + fue) corresponding to Fig. 5.27. The respective intervals of
log(Erp [eV]) are shown in up-right corners of the plots. The moddlfadronic interactions are
distinguished according to type and color of markers.
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Figure 5.29: Dependence of the rescaling factor of the SBasi{rorrected for triggerfeect) on
energy. The dashed bands include results for all combmatd primaries withf, + fe > 0.5 from
Fig.[5.28. The full bands correspond to the subset of rewiitltsy?/NDF < 4 of the fit. Three models
of hadronic interactions are distinguished biffelient colors.
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5.3 Summary

A method to obtain simultaneously the primary fractions ¢fECR and the muon rescaling factor
from a combined measurementMf andXmax Was presented in Sectibnb.1. Simulated showers with
two models of hadronic interactions tuned to the LHC data (juvere used to test the method. Its
precision was tested with fiierent combinations of primaries and with example data. Thmagry
fractions and the muon rescaling factor can be determinddma few % when the proper parame-
terization of(N,)(Xmax) and of Xmax distributions are known. The flierence of the primary fractions
from the true values reconstructed with the two paramettors based on the two models of hadronic
interactions was observed to be about 25%. The muon regdatior reflected the relativeftiirence
(around 6%) in the average muon shower size of the two modiéladvonic interactions.

In Section[5.P, the presented method was preliminarily iagpb the data of the Pierre Auger
Observatory for a combination dsp/Erp and X%%X in four energy intervals between ¥6¢ eV
and 13°0 eV. The measured data can be reliably described with MC sfsoar@ly when a mixed
composition of primaries witl?(In A) € (1,3) is considered. The model of hadronic interactions
EPOS-LHC showed consistent results wWithax analyses, whereas a tension was observed in case
of QGSJet 11-04 and Sibyll 2.1. In case of the comparison withstudy of the correlation between
the ground signal an¥may at 10857190 eV, the results are compatible for all the models. The result
suggest that the ground signal in simulated showers nedutsitcreased by 25-35% for QGSJet |-
04, by 10-20% for EPOS-LHC and by 55-70% for Sibyll 2.1 to rhatte measured data. These
findings are consistent (see Tah.]5.2) with observationB,a§hown in the left and right panel of
Fig.[3.16 for the ficial analysis of vertical and inclined events, respedfivel

Table 5.2: Rescaling of the SD signa‘Eb) compared with published analyses of the Pierre Auger
Observatory data regarding the rescaling of the number ain®i@®,). The latter results oR, for
vertical (O < ® < 60°) and inclined (62 < ® < 80°) showers were estimated from the left and right
panel of Fig[3.1b, respectively, including the systematicertainty.

| Model | fsp from (Esp/Egp) Vs. Xihy | Rifor0° <® < 60° | R, for 622 < © < 80’ |
QGSJet 1I-04 25-35% 30-80% 15-65%
EPOS-LHC 10-20% 10-50% 5-50%
Sibyll 2.1 55-70% - -
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Chapter 6

Number of Muons with Resistive Plate
Chambers

It was indicated in Sectidn 2.3 that the number of muons nreddwy surface detectors has a potential
to discriminate between the primaries (taking the beneffutbfduty cycle). Moreover, the Pierre
Auger Observatory data showed that the crucial point of threespondence between the observed
data and hadronic interactions taking place in the UHECRvsh® is probably hidden in proper
understanding of the muon component (production of muonemspectra, total number of muons).
Current models of hadronic interactions still produce fagsns than it is observed with the data of the
Pierre Auger Observatory (see discussion in Seétion]3.Z2refore the Pierre Auger Observatory
upgraded with detectors providing additional measurerfemtsed on the muon component would
be of a high scientific importance.

Also other scientific outputs of the Pierre Auger Obseryatmuld be more decisive with a better
discrimination of the primary mass using the SD measurenvamith operates with full duty cycle.
Such enhancement would improve or extend also the conokisin UHECR at the highest energies
regarding anisotropy searches or deviations in the magfielils. Above that, stronger considerations
about the properties of UHECR sources from the spectraftdrdnt primaries could be derived, as
e.g. in [111]. Many more specific branches of UHECR studiggedding on the mass composition of
primaries would be improved.

The Pierre Auger Observatory proposed several optionsedbupgrade and characterized their
properties. Although the final selection favoreéfelient solution (using scintillators placed on top of
the water Cherenkov statioris [94]) this chapter is focusethe author’s original contribution to the
possible upgrade of the observatory using Resistive PlagamBers (RPCs) placed under the water
Cherenkov stations to directly measure the muon comporfddH&CR shower. Properties of this
proposed upgrade solution are studied using detailed MQ@lations with the models of hadronic
interactions tuned to the LHC data (run I). The proposedyasf&RPCs placed under the water Che-
renkov stations was named as the Muon Auger RPC Tank ArrayRIM [112]. In particular, the

115



6.1. DESCRIPTION OF SURFACE ARRAY EQUIPPED WITH RPC DETECR®

separability of primaries is evaluated considering onlyeasurement of the muon component with
RPCs.

In the following, the design of the proposed SD array upgiadith RPC detectors will be briefly
discussed. Then a parametrization of the LDF slope of partiensity measured with MARTA is
presented for the purpose of reliable calculation of the memof muons on event-by—event basis.
Finally, the estimated performance of considered enhaeocefor separation of primaries according
to the measured number of muons is presented and discussed.

6.1 Description of Surface Array Equipped with RPC Detectos

In general, the RPC is a gaseous particle detector corgsisfitwo parallel high resistivity plates
connected to a high voltage, two medium resistive elect@ttansparent to the induced signal) and
a gap filled with a gas (see Flg.6.1). When an ionizing parmbpagates through the chamber, an
avalanche of electrons is produced in the gas near thedoaattparticle penetration in the upper plate.
The appropriate read—out electronics (pickup cells) coliee induced signals with a very good time
resolution £ns). The number of plates and gaps can be naturally incress®ckll as the material,
read—out electronics and the type of gas can be adjustedtth e required detector performance
(detection éiciency, time and space resolution, dead time etc.).

Pickup cells
+HV P Medium resistivity layer
YN

(e.g. Graphite)
transparent to the induced
Resistive electrode signals

High resistivity layer
(e.g. PET)

Resistive electrode

Resistive electrodes
(e.g. glass)

-HV

Figure 6.1: Schematic description of one Resistive Platn@ier (RPC) with read—out cells. Picture
is taken from[[11B].

One RPC unit considered in the developed Geant4l [114] stronlaf MARTA response includes
3 parallel soda—lime glass layers (electrodes) of 1.9 mokti@ss. Two 1.0 mm gaps between the
glass layers are filled with ££4H, (R134a). The high voltage is applied by means of a layer of
resistive acrylic paint on the outer glass electrodes. Haenber of dimensions 1x4.6 nt is read
out by 64 rectangular 220 cn? pads arranged in thex8 matrix and the chamber is enclosed in a
3 mm thick aluminium box. Four such chambers are placedénaigrecast concrete placed under
the water Cherenkov station (see Figl6.2). The concretks wadvide an additional shielding of the
EM component wrt. the atmospheric depth450 gcn? (20 cm of concrete). The responses of such
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a design to shower particles were adopted in the MARTA braridhe Auger simulation software
Offline v2r9p0.

Figure 6.2: lllustration of 4 RPCs (brown) installed beldve twater Cherenkov station (blue) inside
the precast concrete (dark gray). Picture is taken ffom][113

The segmented (position sensitive) design of the read-ectrenics allows to count the number
of pads that collect a signal induced by at least one ionipadicle. Each pad corresponds to a
different shielding of the EM component with respect to the timacof the shower axis due to a
different amount of material (water concrete) traversed by a particle in the detector systene Th
average EM contamination (ratio of the signal induced byHEMcomponent to the signal induced
by all particles) across the RPC surface obtained from 5@Wsts induced by protons of energy
10'%% eV and® = 40 is shown in Fig[BB for illustration. It is clearly visibléat due to the
segmented read—out area it is possible to select pads waithest EM contamination compared to the
rest of the pads. For the purpose of following analysis, tdspvith additional mass overburden of
167 gcn? to the atmospheric depth were selected individually fohestation based on the shower
geometry. Such pads-2/3 of the total number of pads f@& = 40°) then create the so—called fiducial
area suitable for the measurement of muons. In this fiduoéa, dhe EM contamination in this RPC
signal is at most at a level 6f25% [115] when showers induced by protons vtk 40° are detected
with stations distant500 m from the shower core. Since only the information, ifplael was hit by
at least one patrticle can be obtained, the pile—up occutsdber muon densities closer to the shower
core. This &ect was accounted for according [to [116].

In this chapter, the direct detection of muons is probedgiiRPCs of total area 7.68%mstalled
just under the water Cherenkov station (one SD station soaerarea of 10 fon ground) in a
precast concrete. Two deployment schemes of MARTA statieere considered (see FIg. 6.4). In
the first case, the installation of RPCs under all 1600 statiof the main SD (spacing 1.5 km) is
considered. In the second case, the installation of RPCsruid3 of stations was assumed. The
latter configuration of stations equipped with RPCs form®gular triangular array with spacing
~2.6 km. Such configuration eases the financial requirembntgever for the price of a decreased
number of muons measured per event.
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Figure 6.4: Positions of stations considered for MARTA witie 1.5 km spacing (black dots) and

with the 2.6 km spacing (blue circles) in the MC simulations.



6.2. SIMULATED SHOWERS AND DETECTOR RESPONSES

6.2 Simulated Showers and Detector Responses

Two libraries of CORSIKA showers reconstructed with the MB¥branch of Auger @line v2r9p0
were used in the following analysis. The showers from théIfbeary were produced with pre-LHC
models of hadronic interactions, whereas the second Vilwah models tuned to the LHC data.

The first library [117] contains showers induced by primasaytigles of energy in the range
(10'°9,10'9%) eV and of zenith angle in the rangé°, 60°). The primary protons and iron nuclei
were considered to produce showers using the hadroni@aiten model EPOS 1.99, whereas for the
model QGSJet 1I-03 only showers induced by protons werergtwe The showers from this library
were used for the parametrization of the LDF slope, destdribeéSectior 6.8, taking the benefit of a
large number of generated showers with a wide range of ezseagid zenith angles.

The showers from the second librafy [118] were analyzed tonate the separability of pri-
maries in Sectiof_6l4. The showers induced by 4 primariesH&,N, Fe) were produced with
QGSJet 11-04 and EPOS-LHC for fixed primary energies{100'*8 eV) and fixed zenith angles
(® = 21°, 38, 52°). For each model, primary particle and zenith angle 500 shewat 18° eV and
200 showers at 188 eV were produced. Thefect of the energy resolutiaf(E) on the reconstruc-
tion of the number of muons was studied with the sets of shegenerated in a continuous range
of energies(10'885 10191y eV (2000 showers)10'%8, 10198) eV (500 showers) of spectral index
y = =1 and in a continuous zenith angieof (0°, 60°). The fact thatN, depends almost linearly
on the shower energy, see Hq. (2.21), implies the importahagrecise measurement of the shower
energy. The showers can then be selected according to thgydnam an energy bigE1, E>) where
E12 = (E)(1+6(E)). Shower cores were distributed randomly over the whata af the observatory.

6.3 Parametrization of LDF Slope

The number of muons in a certain range of distances from tbheveshcore is obtained integrating
the LDF of particle densities measured by the MARTA statiofise LDF function can be fitted for
each MARTA event with the slope set free, or with the slopedfitethe average value obtained from
the whole set of events. For certain shower—array configuistwhen a lot of MARTA stations are
available in the considered range of distances from the showre, a precise fit can be obtained with
the free slope of the LDF. However, for most of the events tiwsver—array configurations are not that
convenient. In the following, the fixed LDF slope was appliedhe event—by—event procedure and
therefore a parametrization of the LDF slope on energy andizangle was performed. Finally, the
slope parametrized using the pre—LHC models was applieddwers simulated with models tuned
to the LHC data to estimate the potential of MARTA to sepapimaries in Sectioh 6l4. As it will
be shown in the following, the fierence of the parametrized slope between the pre—-LHC madels
models tuned to the LHC data is within few %.

The value of LDF in 1000 md{ys™) was chosen in this study as the quantity proportional to
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6.3. PARAMETRIZATION OF LDF SLOPE

the overall number of muons on gro@ndt was obtained from an event-by—event fit of the LDF of
particle density in the limited range of distang&6Q 2000 m from the shower core. These distances
were selected to be larger than 500 m because of the incggabircontamination towards the shower
core even in the fiducial area. For distances of stations ft@mrshower core greater thar2000 m
the flux of particles is getting so low that the average nundfdrits in stations starts to be around
1 only. The Maximum Likelihood fit of LDF would be needed toatecorrectly also the stations
with no signal triggered. This is relevant for stations aligtfarther than-2000 m from the shower
core. The total number of muons detected by MARTA for a sirsflewer is however dominated by
a contribution of stations located closer to the shower ¢loigher muon density) and the Maximum
Likelihood fit would changeyss™ wrt. x? fit by ~1% at most for the limited range of distances
considered. Thereforey# fit of the LDF with distances between 500 m and 2000 m wéscsently
applied on event—by—event basis to estimate the potentistparate primary particles according to
the number of muons using the presented design of MARTA tletec

& 102 =5
ETE
= I Rt Muon Signal
"__1 10 %’“ T | —— RPC signal Fiducial
10-2 I L L L L I L L L L I L L L L |
500 1000 1500 2000

Core distance [m]

Figure 6.5: Example of LDF reconstruction for the Ideal Sigined) and for the RPC Signal (blue).

Two fluxes measured with RPC detectors placed under the Watmenkov stations of the Pierre
Auger Observatory were considered: the flux of muons agitenRPCs (Ideal Signal) with core
distance I() in the rangg500, 2000 m and the flux of all particles hitting RPCs (RPC Signal) in the
fiducial area forr in the range50Q 1000 m combined with the flux of all particles in the whole
RPC area for in the range/100Q 2000 m. Beyond the core distaneel000 m the EM component
is already heavily absorbed in the atmosphere with respetttet muon component that the whole
RPC area can be used without substantially increasing thedtitamination in the RPC signal. An

1The slope of the LDF was fixed, and therefplf%™ possess the same information as the integrated LDF.
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6.3. PARAMETRIZATION OF LDF SLOPE

example of reconstructed LDF for the RPC Signal and for teall&ignal is illustrated in Fig. 8.5 for
a typical MARTA event.

Five bins of SD energyHsp) and 10 bins of se®) were chosen to parametrize the slope of LDF.
The reconstructedsp and sedd) were used to exploit quantities that are measurable intydaf
the SD. As mentioned above, only the non-zero fluxes of hjtsneasured by RPC stations with
of (50Q 2000 m were included to obtain the average LDF for each biEg§ and sedp). The y?
minimalization of the modified NKG function:

ro)ﬂ( r + 700 )ﬂ” 6.0)

o) =p 1000( 1000/ | 1000+ 700

was used, wherg was fixed to 0 to decrease the number of free pararaetamsiplooo, B were the
fitted parameters.

—e— sec(O) of (1.0,1.1)
A —o— sec(0) of (1.1,1.2) A | e 1B, [eVD of (18.818.9)
- —o— sec(©) of (1.2,1.3)
Q0 —e— sec(©) of (1.3,1.4) Q. [ | uE VD of(189.190)
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Figure 6.6: Parametrized LDF slope of the RPC Signal forggrahowers produced with QGSJet Il—-
03. Fitting range of the LDF wa$0Q, 2000 m. Curves correspond to the fitted function in Eq.](6.2).

The average LDF slopg) = 8 obtained for the RPC Signal of showers induced by protorts tha
were produced with the hadronic interaction model QGS3€8lis shown in Fid_6]6 for illustration.
(B) was fitted with a function assumed to be linear in the SD enarglyquadratic in se@):

(B) = (ap + a1 - Esp) + (Do + by - Esp) - sec) + (Co + C1 - Esp) - seé(0). (6.2)

For the parametrization of showers induced by protons amdruclei ¢50/50) the appropriate inter-
sected region of reconstructé@ for protons and iron nuclei was chogefritted parameters for the

2In fact, the non—zero parametemakes the slope of LDF steeper for distances beyond 1700an ¢fmelimit 2000 m).
As the range of LDF fitting is always restricted to be withirD2an, no significant impact gol,™ was observed.
3The diference ofEgp for protons and iron nuclei comes from the bias caused figréint number of muons, discussed

in Sectiof 3.4 and Chapfér 5.
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6.3. PARAMETRIZATION OF LDF SLOPE

Ideal Signal are shown in Tdb. 6.1 and for the RPC Signal in[@&for diferent mass compositions
of primaries and dierent models of hadronic interactions.

Table 6.1: Parameters of the average LDF skgditted with Eq. [6.2) for thedeal Signal.

| Primaries] Model | LDFRange| a | a | b | bt | o | o |
p QGSJet 1I-03| [500,2000m|| -2.815| -0.005| 8.832| -0.409| -1.475| 0.0681

p EPOS 1.99 | [500,2000]m| -5.409| 0.118 | 8.532| -0.382| -0.944 | 0.0374

Fe EPOS 1.99 | [500,2000]m| -6.219| 0.162 | 7.915| -0.351| -1.338| 0.0582
p+Fe EPOS 1.99 | [500,2000]m| -6.033| 0.154 | 8.037| -0.360| -1.207 | 0.0526

Table 6.2: Parameters of the average LDF skgditted with Eq. [6.2) for theRPC Signal

| Primaries] Model | LDFRange| a | a | bo | b | o | o |
p QGSJet II-03| [500,2000]m|| -5.314 | 0.096| 8.927 | -0.380| -0.897 | 0.0282

p EPOS 1.99 | [500,2000]m| -6.978| 0.176| 8.506| -0.350| -0.773| 0.0198

Fe EPOS 1.99 | [500,2000]m| -7.006| 0.182| 7.769| -0.315| -1.691 | 0.0681
p+Fe EPOS 1.99 | [500,2000]m| -6.791| 0.170| 7.957| -0.325| -1.537 | 0.0606

6.3.1 Stability of Parametrized LDF Slope

The parametrization gf3) was found very stable wrt. various aspects, neverthelesdifierences of
the LDF slope that are always within 5% are discussed in tiiisection in more detail. The relative
difference ofB) between the Ideal Signal and the RPC Signal using the camegpy parameteri-
zation is plotted in the left panel of Fig._6.7 for proton slewsproduced with QGSJet I11-03. The
comparison between QGSJet 11-03 and EPOS 1.99 for the RR@ISi§ proton showers is shown
in the right panel of Fig.6]7. In the left panel of Fig.16.8¢ tlelative diference of parametrizeg)
using showers induced by protons and iron nuclei is depi@ethe model EPOS 1.99. In the right
panel of Fig[6.B, the relative filerence of parametrize@) using the models of hadronic interactions
tuned to the LHC data and the parametrizatio®ffor EPOS 1.99 pFe is plotted.

The stations with non—zero fluxes were included to find tharpatrization ofg). The ignorance
of the so—called silent stations, stations with no sigrighred, has a consequence that a flattening
of the reconstructed LDF occurs at distances beya2@D0 m for hadron—induced showers where the
particle flux & muon flux) is smaller thar1 per the RPC area. Naturally thifect overestimates a
bit also the fitted flux below 2000 m. This means that the fittedesis a bit less steeper than the true
muon LDF and therefore the absolute value of the fi{gds a bit smaller. This dference was found
to be well within 5%.

The energy dependence ¢f) obtained in the LDF rangé50Q 2000 m seems to be a conse-
quence of the fact that the silent stations were not incatedrin the average LDF. As the shower
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Figure 6.7: Left panel: Relative diferences of parametrize@) for the Ideal Signal and the RPC
Signal, "(Ideal Signal-RPC Sign&PC Signal", using proton showers produced with QGSJe8I1-0
Right panel: Relative diferences of parametrizég) inferred using dierent models, "(EPOS 1.99—
QGSJet 1I-03QGSJet 11-03", for the RPC Signal of proton showers.

8 1af
=104 E T RPC Signal
% % 12— 9
? © F ;
w13 . - 100 Ideal Signal
=) [5) L
o .g F
=] 8
' . 2 C
6
19. _ £
19.0 o 2F
C — PR B
> 91 0.05 0 0.05
0 11 12 13 14 15 16 1.7 18 19 20 (B(<LDF>)B )/|3

sec(©)

Figure 6.8:Left panel: Relative diferences of parametrizéd) inferred using showers produced with
EPOS 1.99 induced byflierent primaries, "(Fe—fp", for the RPC SignalRight panel: Comparison

of relative diferences of parametriz€d) obtained using the models of hadronic interactions tuned to
the LHC datap(< LDF >), and the parametrization ¢8) for EPOS 1.99 pFe (Bpa). For the two
models of hadronic interactions tuned to the LHC data (Q&I5J@4, EPOS—LHC) there were used
showers induced by four primaries (p, He, N, Fe) of two fixeergies (18° eV, 108 eV) and three
fixed zenith angles (2138°,52).

energy increases, the lateral size of shower increaseslhangethe artificial flattening of the LDF
then starts farther from the shower core (steeper LDF sldf@dlogously, the LDF slope of the RPC
Signal is steeper than the LDF slope of the Ideal Signal dlfioosall energies as the density of the
RPC Signal is always higher than the density of the Ideal&ign

The relative diferences ofB) between the ideal and measurable case (left panel of Ejgate?
dependent on se®] and slightly on the SD energy. At smaller zenith angles thec&ntamination in
the RPC Signal is larger and therefore tifiieet of flattening is smaller and the LDF slope is steeper.
As EPOS 1.99 produces more muons in average than QGSJet theO&ect of flattening is weaker
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in case of EPOS 1.99 and therefore the LDF slope for EPOS &.8@éper than for QGSJet 11-03.
On the other hand, the relativefidirences ofg) between showers induced by protons and iron nuclei
(left panel of Fig[[6.B) are dependent on energy and almdspiendent on se®j. The parametrized
LDF slope for protons is steeper than for iron nuclei at higireergies, which could be explained by
fading of the flattening féect (true LDF of proton showers is steeper than the true LDghofvers
induced by iron nuclei).

In summary, the obtained parameterization of the depemrdef(3) on energy and zenith angle
show deviations only within-5% with respect to dierent mass compositions of primaries, types of
signals and most importantly on models of hadronic intévast This uncertainty of the LDF slope
affects the fittegh)s™ by less than 1%. Therefore the parametrization obtainedP%1.99 for
50% p+ 50% Fe was chosen to be used in the following analysis of stsogenerated with models
already tuned to the LHC data.

6.4 Separability of Primaries using MARTA

In this section the performance of two MARTA arrays with resipto the separation power of the
primary mass is studied at the event—reconstruction lesiegudetailed simulation library produced
by the MARTA team. Two types of array configurations coveting whole area of the SD array are
. . . - . MARTA .

considered as indicated in Fig. b.4. Comparing the recoctstd value opygyy' " with the true value
pg"o%o the EM bias and the resolution of the measurement of the nunfbmuons with MARTA is
estimated. The separation power to distinguish protors fother primaries is assessed with Merit
factor (see Eq[{Z.29)) values calculated from the distidins of p}lis™ for different primaries.

6.4.1 Selection Hiciency

In order to reconstrugt)yss™ with a certain minimal precision, a requirement was appiettie total

number of hits in MARTA statioanTi‘t);a' in the region{500 2000 m and to the number of stations
Nst with non—zero signal in the same region. Such requiremeaus h consequence on the selection
efficiency, which needs to be maintainedigiently high, especially at the highest energies. When
Nst = 1, only events witH\Iﬁi‘t);a' > 20 were accepted. In case Mf; > 2, the total number of hits
Ngi‘t);a' > 10 was requested. In Fig.6.9 the selectifficiency is plotted as a function of energy using
the requirements mentioned above. Whereas for the arréyylwitkm spacing (full markers) almost
full efficiency is observed, for the 2.6 km array (open markers) tleeten dficiency spans between
65% and 85% at 1§ eV and at energy 182 eV it becomes 85% increasing up to almost 100% for

more inclined showers.
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Figure 6.9: Dependence of the selectidgficgeency on MC energy for QGSJet |I-0keft panel) and
EPOS-LHC fight panel). The primaries are distinguished by colors fiBient markers correspond
to different types of arrays andff#irent zenith angles.

6.4.2 Resolution

The detector resolution of the measured number of muons aundrhas a crucial impact on the
separation of primaries as it was already indicated in [Eid.vehen the detector resolution of 20%
was considered. Therefore it is important to estimate itrasipely as possible. For this purpose, a
comparison of the measuredfiR™ with MC true valuep)(G, is used. The resolution is inferred as
the variance of the Gaussian fit to the histogramolfffe™ — pM< ) /oM

However,,og"oc00 (at the RPC level) is not so easy to obtain at the stage of atioal production.
p'f'o%o represents the true muon density at the level of the RPC tdetkelow the water Cherenkov
station. Calculating the muon density from the total nunmdfemuons on ground obtained directly
from CORSIKA showers would underestimate the value of tiseltgion, because the muon density
at the RPC level isféected by the absorption of muons in the additional matenatér+ concrete).

In the (fline simulation of the detector response to the CORSIKA sindlagereconstructed data of
12 additional imaginary stations (so—called dense stsliare also saved. These dense stations are
not used to obtaip}%8™ . They are located 1000 m from the shower core and placed istaritly

in azimuth, besides the stations of the regular array. Framtmber of muons injected into each of
the 12 MARTA stationslﬂ/?ense) under these dense stations the average muon density atrl®0th

the shower corgy}lC = (oDes9, was estimated.

Nevertheless, the statistical error of calculat}rﬁ’g%o needs to be considered. Therefore the Pois-
sonian fluctuations of the signal in dense stations (seel#wk line in Fig.[6.1ID) are quadratically
subtracted from the the variance pf3™ — pC ) /oM to estimate the value of the true MARTA
resolution. Note that the fluctuations of the muon densignargy 1&° eV are dominated by Poisso-
nian fluctuations, whereas at energy-¥eV the Poissonian fluctuations are comparable to shower—

to—shower fluctuations (quadratically added to Poissoftienuations).
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Figure 6.10: Relative fluctuations of the muon density in &8sk stations depending on the average
number of muons{NEense) collected by a single dense station. For the average valbestypes

of primaries are distinguished byfl#irent shapes of markers and thé&atient colors correspond to
different zenith angles. Showers w(mEe”SG) < 15 were induced by primaries with energy!d@eVv
and showers witthEense) > 20 were induced by primaries of energy*3®eV. The showers were

produced with QGSJet I1-04. The predicted Poissonian fiticns |/(NP"S8/(NDeS8/ 12 are
shown by the black line.
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Figure 6.11: The resolution of MARTA detector depending loe humber of total hits in the range
[500, 2000] m. Dfferent primaries and zenith angles are distinguished for JgG5-04 (eft panel)
and EPOS-LHCr{ght panel) by colors and shapes of markers, respectively. The resofufor the
array with spacing 1.5 km and 2.6 km are plotted with full apém markers, respectively. Showers
of energy 16° eV collected(N°%@ below~70 (30) and events of energy*#§ eV produced N/
above~200 (60) in the array with spacing 1.5 km (2.6 km).
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6.4. SEPARABILITY OF PRIMARIES USING MARTA

The resulting resolutions obtained individually for twceegies, three zenith angles and four pri-
maries are plotted in Fig. 6111 as a function of the averagebeun of total hits in RPcsNgi‘t)éa')
detected in the range [500, 2000] m. The resulting resaiut@ combination of Poissonian fluctua-
tions 0f<N,Ti?;a'> and shower—to—shower fluctuations. I%Nﬁ‘t);aB ~ 50 the resolution is estimated to
be about 20% and for events wi{Ngi?;ab > 200 the resolution decreases to about 10%. The results
are similar for both models of hadronic interactions.

6.4.3 EM Bias

Although the selection of pads in the fiducial area providesadditional mass overburden to the
atmospheric depth at the ground level by more thai0 gcn?, there are still some secondary EM
particles with enough energy to penetrate into the RPCsrefdre it is necessary to estimate also
the contribution of such EM punch—-through particles théfiaially increase the reconstructed muon
signal. This bias is defined as the mean of the Gaussian fietbisitogram of g)ls8™ — oM< )/pMC
and it is plotted as a function of energy in Hig. 8.12 for QG33€4 and in Fig[6.1B for EPOS-LHC

showers initiated by protons and iron nuclei.
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Figure 6.12: Bias of the reconstructed muon signal of shewetuced by protonddft panel) and
iron nuclei ¢ight panel) using MARTA stations for three zenith angles. Showers vpeogluced with
QGSJet 1I-04. The zenith angles and types of arrays are distinguishegd®stof markers. Lines
connect points only for better visualization.

As expected, the EM bias decreases with zenith angle (aimompf the EM component) and it
decreases also with increasing mass of the primary pa(taiger distance ofXmnax to the ground).
The value of the EM bias includes also the detectifiitiency of RPC, which is about 95%. There-
fore, the EM bias is estimated to be about 25% (15%) for \a@ri@® ~ 20°) showers induced by
protons (iron nuclei)~15% (5%) for showers induced by protons (iron nuclei) vtk 40° and it
almost vanishes for zenith angl®s~ 50° for primary protons as well as for iron nuclei since the EM
component is already absorbed in these inclined showels EMhbias is similar for both models of
hadronic interactions. Whereas for the energy®$@V the bias for both types of array is similar,
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6.4. SEPARABILITY OF PRIMARIES USING MARTA

at the energy 18 eV the bias for the array with 2.6 km spacing is systematidaliger wrt. to the
1.5 km array.

A 030: 15km 26km L A 030: 15km 2.6km
Y 0250 A 2 27° T oo5F a & 2P
o C [=] F
SR=] E 0 0 S E o
SS020* © % P SSo20p ® °%®
- F m g 52 o -~ F m @ 52°
B o £ _ 015
z3 E R <8 E
%= 0.10¢ . 2= 0.10F
v F v F
0.05— P B 005 Fe
0.00F __/i 0.00f
-0.05F -0.05f
F | | | E | |
018G, 185 9.0 195 200 0o 185 19.0 195 30.0
log(E,.) log(E,,.)

Figure 6.13: The same description as for Eig. 6.12. Showers wroduced wittePOS—LHC.

6.4.4 Merit Factor

The most important aspect of MARTA is the possibility to sepa between the individual types of

primaries. To quantify the potential of MARTA to separatéween two primaries the Merit Fac-
- . - - - - . MARTA

tor defined in Eq.[{Z.29) was calculated in the following fe distributions opygyy " of showers

induced by diferent primaries.
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Figure 6.14: Merit factor of proton—nucleus (see colorshia kegend) depending on the generated
energy using QGSJet II-0%ft panel) and EPOS-LHCr{ght panel). Showers with fixedEyc and
fixed ® = 38 were reconstructed with two types of arrays (full and opemkera). Lines connect
points only for better visualization.

In Fig.[6.14,MF(p, A) for showers induced by protons (p) and nuclei (A) of fixedi#eangle 38
is plotted as a function of MC energy for QGSJet 11-04 (lefil&POS—-LHC (right). Separations
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6.4. SEPARABILITY OF PRIMARIES USING MARTA

between proton and He, N, Fe primaries were considered #irecerime goal of MARTA would
be to select proton showers at the highest energies fortespgostudies. A general increase of
MF(p, A) with energy is in accordance with the fact that, at higheergiesp}iss™ is calculated from
more muons collected in the MARTA stations and thereforé Wétter resolutions and consequently
narrower distributions gf}yss™ .

The dependence & F(p, Fe) on MC energy is shown in Fig. 6115 foffdirent fixed zenith angles
and models of hadronic interactions. A slight improvemdrthe mass separability with decreasing
zenith angle is visible. Although the resolution is slighithproving with decreasing zenith angle and
there is~2—-10 % diference between the EM bias of showers induced by protons@mduclei (mean
values of the distributions gfi3™ are closer to each other than in cas@}if, ), the zenith angle
behavior ofMF(p, Fe) seems to be influenced mostly by tffieet visible in Fig[6.16. In this figure,
about 20% decrease of the/peatio of the muon signal estimated from current SD data éetwlO

and 60 is shown for both models, which implies better mass separati smaller zenith angles.
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Figure 6.15: Merit factor for separation between primargtgns and iron nuclei depending on the
generated energy using QGSJet 11-04 (left panel) and EPB6-kight panel) for diferent zenith
angles. Fixedyc was considered. Lines connect points only for better vizatbn.

The previous calculations dfiF(p, A) were performed for fixed MC energies only, assuming
perfect energy resolution and no mass composition biasimgibonstructed energy. The energy res-
olution needs to be accounted for to obtain a realistic egion of the separation power between the
primaries. The mass composition bias is hard to remove flactrrent SD energy reconstruction,
as it was already shown in Chaplér 5, because the SD signahsstise also to muons. However,
in principle the energy can be reconstructed using the EMpaorant only, when from the total SD
signal the muon component is subtracted using the MARTA oreasent. And, as it was shown in
Eq. (2.27), the EM component at a certain shower age shouid bee first approximation, unbiased
wrt. the mass composition of primary particles. Thereftwe mnass composition bias in the SD en-
ergy reconstruction is not considered in the evaluatiohefibtential of MARTA to separatefiirent
primary species in this study.
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Figure 6.16: Zenith angle dependence of the measured mgoal selatively to the predictions of
hadronic interaction model QGSJet 11-04 at energy® V. The points of the data of the Pierre
Auger Observatory for the two adopted methods were artificshifted by +0.5° for better visibility.
Picture comes from [119] where detailed description ismgive
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Figure 6.17: Merit factor for continuous simulations degieg on the generated energy using
QGSJet [I-04 assuming the energy resolution of T8k panel) and of 12% (ight panel). Lines
connect points only for better visualization.

In Fig.[6.17, MC showers of continuous energy and zenitheanglre used to calculatdF(p, A)
and thus to estimate the separability of protons from heauielei. MC energies were selected to
be included in the rangée;, Ey) whereEj, = (E)(1 ¥ §(E)). The centers of bins were chosen as
(E) = 10'8975 gV and(E) = 10'%7 eV. The energy resolutiof(E) = 7% (left panel) and(E) = 12%
(right panel) corresponds to the current energy resolwfdhe hybrid and SD reconstruction, respec-
tively. The bin in zenith angle was chosen to keep the resaoltgparable to Fid. 6.14 whejtheta was
fixed to 38 and the energy resolution was not considered. Althoughehefshowers generated with
continuous zenith angles and energy was significantly smgdan in the case of showers with fixed
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6.5. DISCUSSION OF MARTA POTENTIAL

zenith angles and energy, a weak trend of decreasifgp, A) with increasing value of the energy
resolution can be seen.

6.5 Discussion of MARTA Potential

Since 2008 when the base—line project of the Pierre Augee®atry was completed, the subproject
Auger Muon and Infill Ground Array (AMIGA) is being builf [120 Whereas the Infill part (water
Cherenkov stations in denser grid) was completed in 20ELsystem of buried scintillators devoted
to the detection of pure muon component is still under cactitn. Plastic scintillators with size of
30 n? are buried 2.3 m under the ground (vertical mass overburdes B, ~ 1 GeV for muons)
at the Infill site to detect only the muon part of the shower.slich case, the EM component is
sufficiently shielded with more thar500 gcn? (increases with the zenith angle) additionally to
the atmospheric depth. In an ideal case, these large muentdest would be installed near all SD
stations of the Pierre Auger Observatory and a large evatistits at the highest energies would be
collected including the information about the number of maidHowever, such an upgrade would be
too much cost demanding and even technically impossibleraeplaces of swampy or rock terrain
with inappropriate conditions for digging. Therefore, gagrade of the observatory using RPCs could
be the cost@cient alternative.

According to the analysis of detailed MC simulations, the IRTA array with spacing 2.6 km
would collect such a small number of muons in average betw86rm and 2000 m from the shower
core that the separability of protons from the heavier priesavould be very hard even at the highest
energies. In case of the MARTA array with spacing 1.5 km, teasability at energy 10 eV is
similar to the separability of the sparser array at the lsgkeergies, but it is improving towards the
highest energies. At the highest energies, the separabwerpbetween showers induced by protons
and iron nuclei is at a similar leveMF(p, Fe) ~ 1.4) as for the quantityXnax that is observed with
fluorescence detectors. As in the case of Xhgx measurement, the event—by—event separability of
primaries seems to be impossibM (p, Fe) < 2) with both suggested MARTA designs.

It needs to be noted that the information about the EM compowas not used in the previous
considerations on the separability between primary maddes size of the EM component could be
obtained via subtraction of the muon signal from the totghal in the water Cherenkov stations to
improve the separability of primaries using a multivariatelysis.

The EM bias inp}hR™ is quite large (up to 25%). Therefore, its size, evolutiotthvdenith
angle and energy is dependent on MC simulations, which waakie more dficult to interpret the
measured data.

The final selection of the proposal to upgrade the surfacecttas at the Pierre Auger Observa-
tory favored the solution with plastic scintillators moedton top of the water Cherenkov stations.
However, the idea of placing RPC units under the water Cheredetectors would be beneficial for
stations of larger volume at some future UHECR observatarguch a case, there would be a smaller
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punch through of the EM component and also a larger area witttient EM shielding to collect
more muons and to achieve a higher power to separate betwiéeneult types of primaries.

It needs to be also noted that the segmentation of RPC unitpiavide further possibilities
of enhanced measuremernits [121]. The track-length of simglen in the water Cherenkov station
can be calculated using the "MPD approach” (see SeCiiof)3a#d test the response of the water
Cherenkov detectof [122], the saturation can be suppressettds closer distances to the shower
core when smaller readout areas were applied or if an anadmput was added.
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Chapter 7

Conclusions

The mass composition of cosmic—ray particles of ultra—tEghrgies (UHECR) is of crucial impor-
tance to understand the phenomenon of these elusive partithe thesis was devoted to the problem
of resolving the mass composition of UHECR using the dedactif induced extensive air showers
(EAS). The potential of new methods was investigated usirantel Carlo (MC) simulations and,
when possible, the methods were preliminarily applied édhta of the Pierre Auger Observatory.
The author’s original research with emphasis on the masgasition of UHECR showers was de-
scribed in three chapters divided according to three géobjectives:

e attenuation of the signal in surface detectors wrt. masgosition of UHECR for current and
future observatories (Chapfér 4),

e combined analysis of the muon shower size Hpgk with the aim to strengthen the information
about the cosmic—ray composition (Chapier 5),

e possible detection of muons with RPCs placed under the vEterenkov detectors and its
impact on the separation between primary—mass speciepteh.

In Chapter[4, the basic properties of CORSIKA showers produced with tvenl@ts of hadronic
interactions tuned to the LHC data were used to simulate laddesponses of ground detectors to
UHECR showers.

The responses of surface detectors to EAS that are similiietoesponses of surface detectors
deployed at the two largest experiments of UHECR were censillin Sectiofi 4]1. It was found
that the Constant Intensity Cut (CIC) method (used at theré®i&uger Observatory) and the MC—
based approach (used at the Telescope Array) are equifatemeéams consisting of only one type
of primary particle. For a mixed composition of primary pelds, the CIC method eliminates the
zenith angle bias in the energy reconstruction, whereastas is present in the MC—based approach.
Therefore, an observation of varying dependencéEb/Erp) on cog(®) (at energies with full
trigger dficiency) with an observatory applying the MC—-based apprdacbh as Telescope Array)
would indicate that the mass composition of UHECR t$ailent from that assumed in the MC-based
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approach or that the predicted zenith angle dependenaeadfftom MC is diferent from reality. On
the other hand it was also shown that, if the models of hadriobéractions reach the state when they
reflect reality, a comparison between the measured CIC @amddhe attenuation curves predicted by
the models for dferent primary species can be used to constrain the mass siiop@f UHECR.
Since the CIC approach assumes isotropy in incoming dimegtof arriving primary particles, the
influence of presence of strong sources on the CIC method ddressed in detail. The studied
example of an anisotropic signal from a prominent sourcé@athighest energies shows almost no
impact on the CIC shape for intensity cuts at lower energesiall deviations were observed for
intensity cuts close to the energy where the anisotropiagasigf the source starts to be significant.
It also means that in case of the excess of events observed i@an A region by the Pierre Auger
Observatory, the CIC curve derived at lower energy EeV) than the excess is observed (above
~52 EeV) is not &ected by such a violation of the isotropy assumption at tgbdst energies. These
results were published in conference proceedings [95].

In Section’ 4.2, the CIC approach was applied simultaneaiastyo signals that were induced
in an array of coincident muon and electromagnetic (EM) aets at a hypothetical observatory.
It was demonstrated that the dispersion of the mass in timeapyi beam of UHECR particles can
be addressed and even measured using the zenith angledrebiathie number of events matched
in both types of arrays above a given intensity cut. Very lsimiesults were obtained for the two
models of hadronic interactions tuned to the LHC data. Tbesethis method that addresses the
spread of primary masses can complement information on danrtogarithmic mass that is usually
obtained from EM and muon size of showers. The developedadetbuld be applied to the data of
an observatory with independent muon and EM detectors widetadled response of the detectors is
incorporated into the simulations. The method was indetatehe conference proceedin@s|[96] and
published as the journal papér [97].

In Chapter[5, the original method to simultaneously infer the relatikactions of primary parti-
cles (fi, i = p,He,N, Fe) and the rescaling of the number of muoRs) (was introduced. It is based
on the decomposition of the dependenc&Nf) on Xmax to the individual contribution$NL) of the
assumed primaries with relative fractiofisn the UHECR beam for each bin &,,x. The method
was published in the conference proceedings|[103].

The potential of this approach was demonstrated in SectiBm® simulated showers assuming
realistic resolutions of the measurementsNpfand Xmnax. When the proper dependencies(NL) on
Xmax and the distributions 0Knax are known for each primary particle fi andR, can be inferred
within few—percent accuracy. Howeverffédrent models of hadronic interactions predidfeatfient
dependencies o(INL) on Xmax and diferent distributions oXhax. Therefore a typical systematic
uncertainty at a level of 25% was found for the fittiedh further analysis. With our current knowledge
of hadronic interactions, this method can hardly find ungubusly the primary fractions in the
UHECR beam. On the other hand, the method estinfatgsecisely (within few %).
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In Sectior 5.2, the method was preliminarily applied to theadf the Pierre Auger Observatory.
The number of muons is not directly measured at the obsewéio zenith angles within 6Q but
the signal in water Cherenkov detectors is induced by EMiglast and muons as well. Therefore
the ground signal corrected for zenith angle and energyrétie of reconstructed energi€sp/Erp)
was used instead ®,. For each showednax Was corrected for its energy evolutio)(ﬂﬁx). Then
(Esp/Erp) and X1 that are both independent on energy and zenith angle weckwisein the
method for four energy bins between!i®eV and 16°° ev.

At first, the dependence &Esp/Erp) on X,}W%X observed with the data of the Pierre Auger Ob-
servatory was checked for reconstruction issues. Thenialtiee similarity of the structure in this
dependence (presence of "two breaks") to the one obsenld@ simulations for mixed compositions
of primaries, the measured data were interpreted to be okachtomposition of primary particles.
The showers generated with three models of hadronic iriterscwere treated in the exactly same
way as the measured data. The exact unambiguous detewniidtihe primary fractions was found
not feasible within the method. All the possible primaryctians of the four components (p, He, O,
Fe) fixed in steps of 10% were tested for consistency with teasured data leaving only the rescaling
factor of the ground signal to be single free parameter. €helts indicate that the mixed composition
of primary particles withr?(In A) € (1, 3) is present at energies 46-1°0 eV. This finding questions
the dip—model of ankle observed in the UHECR spectrum. Themndodel predicts the fraction of
protons at the acceleration site more than 85%.

Another comparison with two methods based onXhgy distributions only and with a method
studying correlation between the ground signal Xipdx was performed (using umbrella plots) for
three models of hadronic interactions and for the four gnbigs. The model EPOS-LHC provided
the most consistent interpretation of the measured datamidtss composition of primary particles
among all the dferent analyses. For QGSJet 1I-04 and Sibyll 2.1 significacorisistencies were
observed.

The rescaling factor of the ground signal was found to-4€-20%, ~25-35% and~55-70%
for EPOS-LHC, QGSJet [I-04 and Sibyll 2.1, respectivelythwiegligible energy dependence in
10178-190 ey This rescaling factor reflects predominantly the lackmfons in simulated showers
wrt. to the measured data. The results are compatible witer @nalyses published by the Pierre
Auger Observatory regarding the lack of muons in simulateshers.

TheChapter[@was focused on the evaluation of a potential upgrade of thed”Auger Observa-
tory with Resistive Plate Chambers (RPCs) placed under #tenCherenkov stations using detailed
MC simulations. These segmented RPCs with additional dihiglof the EM component wrt. atmo-
spheric depth could be used as direct muon detectors. Twoytheent schemes of RPCs in the SD
of the Pierre Auger Observatory were considered (1.5 km ahérB grids).

The detailed simulations of UHECR showers and detectooresgs were analyzed to parametrize
the LDF of the RPC signal. The value of LDF in 1000 p§f3™) was then fitted on event-by-event
basis and treated as an observable sensitive to the masgsiionpof UHECR. The resolution and
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the electromagnetic bias p{i,3™ were estimated for fierent primaries, energies and zenith angles
using two models of hadronic interactions tuned to the LH@ d&inally, the separability of protons
from He, N and Fe nuclei was evaluated. The separability mhamies was found ingficient to
distinguish between protons and iron nuclei on the evergd@nt basis for both considered grids of
RPC stations. For the 1.5 km grid, a separability comparalitle the X,ax measurement could be
achieved at the highest energies where a steep suppre$stom apsmic—ray spectrum is observed.
At these energies, almost all events can be selected witsodutmn of6(N,)/N, ~ 10%. However,
the EM bias inp3™ was found relatively large (up to ever25%). Therefore, its size, evolution
with zenith angle and energy is dependent on MC simulatiatéch would make more éicult to
interpret the measured data. Generally, muon detectordasfier collecting area and with a larger
mass overburden than the considered MARTA design would lre aqgpropriate to study UHECR at
the highest energies; considering an array of similar sleégctor spacing and altitude as the Pierre
Auger Observatory.

To summarize the results obtained with the studies described in thagliedicate that for the
future research of UHECR and high energy interactions tpglace in EAS it would be beneficial, if

the future observatories of UHECR

e are composed of giant arrays of coincident surface detesamsitive to dierent shower com-
ponents (e.g. EM detectors and muon detectors of large érsing),

e are complemented by denser arrays of particle detectotady the individual shower compo-
nents in a wide range of energies of primary particles toalsea the systematic uncertainties
in the mass composition measurements,

e contain the fluorescence detectors for precise energyratiihs of the surface arrays and to
remove the strong correlation between the number of mucthsh@nshower energy,

e apply the CIC method (or other method providing an unbiasedgy estimator wrt. the primary
composition) to deal with the correction of the signal in $ieface detectors due to thdfdrent
amount of atmosphere passed by showers before reachingotinadg

Then the crucial ingredient of UHECR studies, the mass caitipo of primary particles, could
be inferred from the measured data with better precisionstatiktics. Also the size of systematics
due to the dierent predictions of models of hadronic interactions cduwddecreased due to the
measurements at lower energies. And, eventually, theooigJHECR particles that has been hidden
for more than 50 years could be revealed; may be even withehedf methods presented in this
thesis.
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