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Abstract

Ndzev prdice: Prostfedi plazmatu v okoli Jupiterova mésice Io
Autor: Ondfej Sebek

Obor: Fyzikalni inzenyrstvi

Druh prdce: Diplomové prace

Vedouci prace: Ing. Pavel Travnicek, Ph.D., Astronomicky tstav, AV CR

Abstrakt: Préce se zabyva interakci mezi mésicem lo a Jupiterovym mag-
netosférickym plazmatem. Interakce byla modelovana dvourozmérnym hy-
bridnim kédem s ¢asticovymi ionty a tekutinou elektrontu. V simulacich byl
studovéan vliv vlastnosti ionosféry a atmosféry meésice Io na tvorbu nestabilit
generovanych teplotni anizotropii plazmatu. Konkrétné byly ménény hod-
noty iontové produkce zpusobené elektronovou ionizaci a fotoionizaci a hus-
toty neutralni atmosféry, kterd urcuje ¢etnost nabojovych vymén mezi ionty
plazmatu a atmosférickymi neutraly. Fluktuace magnetického pole a hustoty
plazmatu jsou vyrazné hlavné na navétrné strané lo pii stiedni a vysoké hod-
noté iontové produkce. Zvyseni ¢etnosti nabojovych vymeén snizuje fluktuace.
Na navétrné strané je pozorovana antikorelace mezi oscilacemi magnetického
pole a hustoty plazmatu, kterd muze svédcit o rustu zrcadlové nestability.

Klicova slova: To, nestability plazmatu, hybridni simulace

Title: Plasma environment of the Jupiter moon Io

Abstract: This work deals with the interaction of volcanic moon Io with
Jovian magnetospheric plasma. We study the interaction by means of hy-
brid two-dimensional simulations with kinetic ions and fluid electrons. We
change properties of Io’s ionosphere and neutral atmosphere to study their
effects on the generation of temperature anisotropy driven instabilities. First
we change the ion production rate due to the photoionization and electron
impact ionization at Io and second we use variable density of lo’s atmo-
sphere to change the rate of charge exchanges between plasma ions and at-
mospheric neutrals. Fluctuations in magnetic field and plasma density are
present mainly upstream of Io in simulations with moderate and high ion
production rate. Increase of the charge exchange rate reduces the fluctua-
tions. We observe anticorrelation between oscillations of magnetic field and
plasma density upstream of lo. This anticorrelation may indicate the growth
of mirror instability.

Key words: lo, plasma instabilities, hybrid simulations
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Introduction

This work deals with the interaction of the Jupiter moon [o with Jovian
magnetospheric plasma. Io is a volcanic moon which continually feeds the
Jovian magnetospheric plasma with new particles. The plasma originating
from Io forms a plasma torus which corotates with Jupiter and interacts
strongly with Io, its atmosphere and ionosphere.

The fresh plasma from Io has large temperature anisotropy and may
become unstable through the temperature anisotropy driven instabilities.
Waves triggered by these instabilities have been observed at Io during several
flybys of satellite Galileo.

The interaction is studied by means of hybrid two-dimensional numerical
simulations with kinetic ions and fluid electrons. The attention is paid to the
evolution of temperature anisotropy of plasma ions and generation of plasma
waves driven by the temperature anisotropy in dependence on properties of
Io’s atmosphere. To be specific we change the rates of ionization processes
at lo.

The work is organized as follows: in chapter 1 we introduce the tem-
perature anisotropy driven instabilities which are relevant in the context of
space plasma physics. Chapter 2 deals with the Io’s plasma environment. In
particular subsections we describe lo, its plasma torus and the interaction
between them and we summarize observations of plasma waves at lo. In
chapter 3 we present the simulation model used in this work and give an
overview of previous studies of plasma torus interaction with [o by means of
numerical simulations. In chapter 4 we discuss results of performed numerical
simulations.



Chapter 1

Kinetic theory of plasma waves

Space plasmas are often magnetized and one of important parameters char-
acterizing them is the temperature anisotropy between the directions parallel
and perpendicular to the magnetic field. The space plasma can undergo sev-
eral processes which increase or decrease the anisotropy. Once the plasma is
not isotropic, the free energy associated with the anisotropy tends to drive
an instability to isotropize the plasma. Observation of the anisotropy driven
instabilities provides information about plasma composition and properties.

1.1 Dispersion relation in magnetized plasma

1.1.1 Kinetic approach

The basis of the kinetic approach is a distribution function f(¢,x(t),v(t))
which describes the density distribution in the phase space x — v at time t.
Integration over the velocity space gives the number density at position x

/ £t %)y = n(t, x).

The total time change of the distribution function is given by the Boltz-
mann equation

df  of

1
- = \Y% —FV, =C 1.1
o (V) g (1)
where C' is the collisional term which represents a time change of distribution
function f due to collisions, m is particle mass and F is force acting on the

plasma. Various forms of the Boltzmann equation differ in forms of the
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collisional term and the force. The simplest approximation is the Vlasov

equation
of q B
S W)+ [LEvxB)V] =0 (1.2)
ot m

which holds for a collisionless plasma and the Lorentz force F = ¢(E+v x B)
acting on particles with charge q.

Vlasov equation can be used to solve some instabilities in the plasma. The
problem is usually solved in a linear approximation. Quantities are expanded
to the first order perturbation B = By + 0B, E = Eq+J0E and f = fy+df.
If we assume zero background electric field and neglect terms with second
order perturbation, the linearized Vlasov equation reads as

asf

S+ (VW) oS + —(vao)vv] 5f:—[%(5E+v><5B)Vv] fo. (1.3)

q
m
1.1.2 General dispersion relation

Let us derive a general dispersion relation of waves in magnetized plasma.
We start with Ampér’s and Faraday’s laws:

OE
B — ]
V X Ho€o BN + o,
0B
E - -2
V x 5

The magnetic induction B can be eliminated to get an equation for electric
field E

O’E )
oz~ Mo
Since we want to express this relation in a form DE, we have to write the
current density j as a linear function of electric field. We can use the following
relation

VZE -V- (VE) — Ho€o (14)

. 0 o, _
i=5 (D —¢E) = % (e0€E — ¢E) (1.5)
to get the general wave equation (1.4) in form
O’E
V’E -V - (VE) — Hoeof 5 = 0. (1.6)

In order to linearize the equation, we expand the total electric field to
the first order E = Eq + 0E where Eg is background electric field and JE is
perturbed field. Let us assume zero background field Ey and the perturbation
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to be of the form of planar wave dE(¢,x) = 0E,(w, k) -exp[i(kx —wt)]. Under
these assumptions the equation (1.6) becomes

{% (% - i) +e(w, k)] TEq(w, k) = 0. (1.7)

Non-trivial solution requires zero determinant of the equation

— k*c? (kk - _

This equation is general dispersion relation of waves in the plasma. Properties
of the plasma in interest are included in the dielectric tensor &w, k). Its
determination is main problem in solving the dispersion relation. Explicit

form of D for k = (k;L, 0, k”) is

B —N”2 + €pa €xy NIN| + €.
D(w,k) = €y —N? + ¢, €y (1.9)
NJ_N” + €.n €2y —NJQ_ + €.,

cky

with perpendicular/parallel refractive index N | = —

1.1.3 Dielectric tensor in magnetized plasma

The form of the dielectric tensor €(w, k) for magnetized plasma can be derived
using the linearized Vlasov equation (1.3)

0 q o q
E—}-VV—FE(VXBO)VU] 5f(t,x,v)——E(5E+v><5B)

Ofo(t,x,v)
ov

Since the operator on the left hand side is the total time derivative, the
perturbation 0 f can be easily computed from this equation

t

81t %,v) = =L [ at' GE(¥) + v(¥)) x 6B(¢) %;’”)'

We transform the integration time with respect to the time in interest
7 =t —t' and introduce plane waves once again: 6E(') = E4(w, k) - e7#(7)
with the phase ¢(7) = k[x(t) — x(t')] — wr. The perturbed distribution
function can be modified to the form

SF(t,x,v) = —LM(t)E, (w, k) (1.10)

m
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where the vector M is

M(t) = 7017 exp [—iep(7)] - {(1 - k"f/)) Vofo + i KV, fo) v(#)| (1.11)

Knowledge of the perturbed distribution function allows to compute total
perturbed current density

:ZéjS:qu/dgv-véfs

where the summation goes over all species contained in the plasma. We
substitute for the perturbed distribution function from (1.10) to get

qS 3 qs 3
g d (MOE,) g d’v - M E,. (1.12
i / v V mg / V ( )

The equation (1.5) for planar waves is given as
0j = —iweg (€ — 1) 0E,. (1.13)

One can compare equations (1.12) and (1.13) to find the relation for the
dielectric tensor
- iw2s -
—§ —p/d%-vMS. (1.14)
— Ny

The integration over velocity space can be done in cylindrical coordinates
d*v = v, dv,dvydip. The integration procedure over ¢ and 7 (in (1.11)) can
be found in the book by Baumjohann and Treumann (1996). We present
the resulting form given by Goldstein et al. (1985) which is slightly different
from the form given by Baumjohann and Treumann (1996)

k Qm [ Ood d N m s 5
Elw, k) = no w2 / v av) - oy, ls(v||a’UJ_)+’U||l/sezez
(1.15)
where o1 o o
0,s 0.5 0.5
s = : k ER— J
a “ 31& + UL av” 11 avL
V.= afO,s . 8f0,s
’ | aUJ_ 82)”

Qs = ]{3”1)” + lwc,s —w (1.16)
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and the tensor §l7s is defined as

l wz s il c.s lvjjwe, s
) ‘]12 ? vzf s JZJZI \]\u Jl2
Q. il s .
Sl,s - —BUlles Ulw J Jl UiJZ/Z _ZU”UlJlJl/ . (117)
lv“wC s 72 . y
TJZ ZU”UlJlJl U”Jl

Here J; denotes Bessel function of the [-th order of the argument & = ]“” and

J] is its derivative with respect to its argument. The form of the d1electrlcal
tensor (1.15) holds for the plasma with distribution function fy(v,,v) which

satisfies
05y 0o Ofy\ _ (ve %0 v O Oty
v, v, Ov,

v Qv vy Qv Dy
where v, = /v + vg and v = v,. In order to perform the integration over
vy and v, one must specify the form of the distribution function fy,. In the
case of bi-Maxwellian plasma the distribution function has form

2 V2
s vy [
fos(vi,v) = 55 ——exp| — - (1.18)
LaCHINCTS VL Ut2,||
where vti” = 2kgT| | /m, is squared perpendicular/parallel thermal velocity

and T is perpendicular/parallel temperature.
The integration procedure is given by Baumjohann and Treumann (1996)
or Goldstein et al. (1985) and the result is

fwk) =I+) Q, (1.19)

where the tensor Q, has components

W2 o ~— 2N\
Q$$,s - wpé Z l( ) [As — 14 Asﬁl,sZ(Cl,s)] )

w s ,
Quys = -2 TN [As — 1+ Ak s Z(Gs)

Sv ok IA;(Ns)
Q$z,s - p2 tl, J_143 Z Z)E ’fl,s + K;l,scl,SZ(Cl,S)] ’
c,s I s

an:,s - _wa,sa (120)
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2

W . IPA; () ,
ny,s = 2 (;\7() - QASAl(AS)) [As -1+ Asﬁl,sZ(Cl,s)] )
!

w? s
Qyes = zcj;“tc"'%’:iA ZA’ ) [ts + F1,5G1s 2 (Gs)]
Quvs = Qus,
Quys = —Quas

sz,s - 2 p - Z Al 'Lil sCl,s + /fl,SCZQ,sZ(Cl,s)] .

2
vtl,s .
=
Yill,s TH

species s and A, K5, (s are defined by relations

In the tensor components, A, = is temperature anisotropy of the

_ U?i,ski
s 2w,
w—(1—=1/A;) lwes
= : 1.21
Rl,s Ut||7sk|| ’ ( )
w — lw,.4
Qs = ———
’ v,k

Z(() is the Fried-Conte plasma dispersion function

0-7 [

and Aj(A) = exp(—A)[;(A) where [; is the modified Bessel function of the
order [ and A denotes derivative with respect to argument \.

1.2 Temperature anisotropy driven
instabilities

1.2.1 Mirror instability

Mirror instability (MI) is driven mainly in the high § plasma in regions where
the perpendicular temperature exceeds the parallel: 7 > Tj. It can be
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showed (Hasegawa (1969)) that in such case the kinetic pressure perturbance
is in antiphase to the magnetic field perturbance and that the change of total
perpendicular pressure (perpendicular kinetic and magnetic) of the multi-
species plasma with cold electrons is negative if plasma parameters fulfil
relation

I = Zﬁw (A, —1)—1>0. (1.22)

Relation I' = 0 is a threshold of the mirror instability.

A traditional picture of the linear instability is following: if the perpen-
dicular plasma beta 3, s and temperature anisotropy A are such that the
relation (1.22) is satisfied, the total perpendicular pressure decreases when
the field is increased and magnetic field lines are then compressed by the
plasma from neighbouring regions. The magnetic field is thus increased and
the whole process can repeat until the plasma stabilizes. Hasegawa (1969)
shows that the change of the parallel pressure is lower than the change of
the perpendicular pressure and the instability thus leads naturally to the
decrease of temperature anisotropy.

Southwood and Kivelson (1993) emphasize the importance of particles
with low parallel velocity which are resonant with the field. These particles
behave in a different way than the bulk plasma because their pressure per-
turbance is in the phase with the field perturbance. Southwood and Kivelson
(1993) note that these resonant particles distinguish results obtained from
the kinetic approach and fluid approach. The fluid approach yields the same
instability condition of the mirror mode (1.22) but different dispersion rela-
tion.

The determination of mirror mode properties requires solution of the dis-
persion relation (1.8) with the magnetized dielectrical tensor (1.19). This
problem can be solved analytically under the assumption that the €;, com-
ponent of the dielectrical tensor (1.19) vanishes in the limit of low-frequency
long-wavelength waves (e.g., Hasegawa (1969), Treumann and Baumjohann
(1997)):

S
We,s 7
Vil ski
a1, (1.23)
We,s
vkl
wCS

This simplification can be explained as follows: since w < w, s, ks and
(s from (1.21) satisfy relations r; s ~ —k_;s and (s = —(_; 5. Moreover,
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Z(Cs) = —Z(C_1) in the limit |(s] > 1 and Aj(As) = A_(Ns) for all As.
One can conclude that each [ term of the sum in @, in (1.20) cancels with
the —[ term. The [ = 0 term of (), is equal to zero. For the same reasons
the [ and —[ terms cancel in the component (),., however, this component
has nonzero [ = 0 term. All the other components of Q, have [ and —[ terms
of the same sign.

Using the assumption €,, = 0, the dispersion relation of mirror waves in
cold electrons plasma is usually written as

2

kc
Cyy = 1+ Z ny,s - 2 (124)

where (), s is defined in (1.20). Solution to this equation with respect to the
growth rate is (Hellinger (2007))

ky 3., K
mi = —=0 [T — Zk27%2 — =11 1.25
" ﬁv< 4 L7 ki ( )
where

~—1 /BL,SAS
=) T

f2 = ZﬁJ_,s (As - 1) Tg,sa

o Vil s
Tes = ;
We,s

1
M=1+; zg: (BLs — Bys)

and I' is given in (1.22). It is assumed k; — 0 and kj/k;. — 0 near the
threshold and the mirror mode becomes unstable (has a positive growth
rate) for I' > 0. Mirror mode has zero real part of the frequency.

Hasegawa (1969) showed that in the case of inhomogenous one ion pop-

ulation cold electrons plasma the mirror mode has non-zero real part of the
. . "iklv?” i
frequency equal to the frequency of ion drift wave w, = wq; = ——= where &

c,i

is the field gradient in the perpendicular direction. This result was revisited
by Hellinger (2008) to the form
3
Wr = | = Ai — ]_ — i
2 ( ) B
Mirror instability in the inhomogenous plasma is called drift mirror insta-
bility. Hasegawa (1969) also derived that the instability condition (1.22)
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and the growth rate (1.25) remains unchanged in the inhomogenous plasma.
However, Hellinger (2008) notes that the instability condition (1.22) is not
correct for the drift mirror instability and that no simple threshold condition
can be derived.

Mirror waves are linearly polarized nonpropagating and are character-
ized by the anticorrelation between fluctuations of plasma pressure and mag-
netic pressure. In other words, fluctuations of magnetic field magnitude and
plasma density are anticorrelated in mirror structures. This anticorrelation is
important identifier of mirror waves. Mirror structures have been observed
in Earth’s (Hill et al. (1995), Génot et al. (2009)) and Jupiter’s magne-
tosheaths (Joy et al. (2006)), in the solar wind (Winterhalter et al. (1994))
or at lo (Russell et al. (1999a), Russell et al. (1999b)).

1.2.2 Ton cyclotron instability

Ion cyclotron instability (ICI) is driven by the temperature anisotropy of
ions and excites parallel propagating electromagnetic waves. It is an analogy
of the whistler instability which is driven by the temperature anisotropy of
electrons. ICI results from the resonant cyclotron interaction of the field
with rotating ions and has a left handed circular polarization and frequency
Wr SJ We,i-

Let us assume purely parallel propagating mode k x Bg = 0, i.e., k; = 0.
In such case components €,, and €,, of the dielectrical tensor (1.19) vanish
and components €, and €,, are identical (see (1.20)). The dispersion relation

(1.8) can be then written as
e.. (D2, +D2,) =0.

This relation contains two modes: relation €., = 0 is a dispersion relation of
electrostatic longitudinal oscillations while the round bracket is a dispersion
relation of parallel propagating electromagnetic waves. We are interested in
the latter one.

Roots of the round bracket are given by the equation

D,y = +iD,, (1.26)

which is satisfied for two independent modes denoted by the sign + on the
right-hand side. These two modes are left-handed and right-handed polarized
parallel propagating electromagnetic waves. The dispersion relation (1.26) is
determinant representation of equation

Die Duy \ (0B ) _,
—D,, D.. )\ 6B, )"
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We can substitute D,, = +i¢D,, and rewrite this equation to the form con-
taining both polarizations

DR 0 (SER —0
0 Dp OE, )
where 0ER ;, = 0L, F10FE, and
D = Doy £ Dy = —Nji + €30 T ey (1.27)

R symbol denotes right-handed polarized electromagnetic wave whose electric
field vector rotates around the background magnetic field By in the same
sense as particles with negative charge. Left-handed polarized waves (L)
have the electric field vector rotating in the same sense as positive ions and
can be excited by the ion cyclotron instability.

For k, =0,i.e., Ay =0,only /=1 and [ = —1 terms of sums in ()., and
(Q)y in (1.20) survive and the dispersion relation Dp 1, (1.27) becomes

DR,L(w,k):wQ—k 02+prs A —1 +ZW Aﬁ?;ls C¢1s):0'

(1.28)
Note that, even though we have stated that the ion cyclotron instability is
driven by positive ions, the dispersion relation Doy = Dy, (1.28) contains all
plasma species including electrons and other negative ions.
Consider plasma composed of electrons and one ionic species. The con-
tribution of electrons can be converted using the large argument (|¢yq| > 1)
expansion of the plasma dispersion function to the form

w;e (Ae = 1+ Ack1Z(Cre)) = —w;e (1 + L) '

W — Wee
This contribution is negligible in limit |w| < |w.e|. The contribution of
ions can not be easily treated analytically because |(;;| 2 1 and neither large
argument expansion nor small argument expansion of the dispersion function
can be used. Gary (1993) shows that weak growth/damping rate |y| <
|w,| of right- and left-handed electromagnetic modes driven by temperature
anisotropy of ions is given as

CELO Qt L;SI)Q] (1.29)

Ui

— [—Ale (1 —A;) we;]exp

for kj > 0. Tons with w.; > 0 can drive the left-handed ion cyclotron insta-
bility (yrcr = v > 0) in the frequency region w, < w.; whenever

Tl' We i
A=—"2> - —5 >,
,T||,i Wy — Weji

)
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The anisotropy serves as a source of free energy necessary for development
of the instability: g from (1.29) is always negative for isotropic plasma
with A; = 1. The resonance condition (1.16) kv + w.; —w = 0 implies that
resonant ions are those which move in the opposite direction to the wave.
Proton cyclotron waves have been detected in the Earth’s magnetosheath
(Anderson and Fuselier (1993)) or in the fast solar wind (Gary et al. (2001)).
In both cases, the waves were present in a low-beta plasma (5, < 1)

and manifested constraints of the maximum proton temperature anisotropy

T\ »/T)p of the form
Tip 1 — S
ﬂ'vp ﬁﬁip
with S, a both positive. Such dependence of anisotropy on beta can be
derived from linear Vlasov theory (Gary and Lee (1994)).

Cyclotron waves of heavier ions have been observed in the magnetosphere
of Saturn (Russell et al. (2006)) or at Io (Russell et al. (2003b)).

(1.30)

1.2.3 Parallel fire hose instability

A plasma with anisotropic ions can drive also right-handed polarized waves
of frequency w, < w,;. It is easy to show that the growth rate of right-handed
polarized waves yg (1.29) is positive whenever

_ T ; o Wei oy

A
ﬂ|,i Wy + We,i

In this case the resonance condition (1.16) kjv| — we; —w = 0 yields that
ions moving in the same direction as the wave are resonant. This instability
is called parallel fire hose instability (PFI). It can be treated in the fluid
approach and can be described as follows: let the plasma flows along the
magnetic field direction in the flux tube, when the flux tube is bent from the
parallel direction, the parallel pressure force acts to increase the perturbance
while the perpendicular pressure force and magnetic tension force act to
restore the flux tube to the unperturbed shape. The instability evolves when
the parallel pressure force exceeds the restoring forces. This simple condition
yields instability criterion of the parallel fire hose instability

A:ﬁ”—ﬁL>2.

This fluid threshold predicts that the parallel fire hose can evolve only in
moderate or high parallel beta plasma 3 > 2. The kinetic approach lowers
this limit but it still holds that the parallel fire hose instability can not
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develop in low-beta plasma. No such limit exists for A; > 1 instabilities, i.e.,
mirror and ion cyclotron modes.

Parallel kinetic dispersion relation of the ion parallel fire hose instability
is given by the right-handed dispersion relation Dy (1.28)

Dppr(w, k) = w? — kﬁc2 + Zw;s (As — 1)+ ZW;SASK—I,SZ(C—LS) = 0.

The contribution of electrons can be neglected as in the case of the ion
cyclotron instability because |(_1¢| > 1.

Linear Vlasov theory predicts a threshold of the parallel fire hose of the
form (1.30) with S < 0 (Gary et al. (1998)). Kasper et al. (2002) observed
constraint of the temperature anisotropy of that form in the solar wind and
attributed it to the growth of the parallel fire hose instability. However, they
did not consider the oblique fire hose instability which has similar thresh-
old. Hellinger et al. (2006) solved dispersion relations of both fire hoses and
showed that the measured temperature anisotropy constraint corresponds
rather to the oblique fire hose instability. Moreover, Bale et al. (2009) showed
that fluctuations of the magnetic field are enhanced along the threshold of
oblique fire hose instability.

1.2.4 Oblique fire hose instability

Hellinger and Matsumoto (2000) found that there is additional kinetic insta-
bility in the anisotropic plasma with 7 > T . As in the case of PFI, this
instability exists only in moderate and high-parallel beta plasma. This insta-
bility has maximum growth rate at oblique angles to the ambient magnetic
field and is therefore called oblique fire hose instability (OFI). It has other
properties similar to those of the mirror mode; OFI has zero real frequency
and anticorrelated fluctuating magnetic field and density.

In contrast to the parallel fire hose, the oblique fire hose evolves in nonlin-
ear manner. The parallel fire hose grows to modest level of fluctuations and
then saturates. During this process the temperature anisotropy is slightly
increased and then remains constant. The oblique fire hose grows rapidly to
high level of fluctuations at the beginning. Then the oblique fire hose insta-
bility excites Alfvén waves which are strongly damped. During this damping,
the anisotropy A; increases (tends to A; = 1). The oblique fire hose is very
efficient in increasing the anisotropy.

There is evidence that OFI is active in the solar wind and plays role in
constraining the temperature anisotropy (see section 1.2.3).
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1.2.5 Comparison of temperature anisotropy driven
instabilities

We have described four instabilities which are driven by the temperature
anisotropy of ions in previous sections. Table 1.1 gives a brief summary of
their properties. One can find a kind of symmetry between instabilities; MI
has the same properties as OFI except that they need different anisotropy
and thus can not coexist in the plasma. The same holds for the ICI and PFT.
Instabilities of the same anisotropy can naturally coexist in the plasma and
compete for the free energy in the system.

Instability Anisotropy Frequency Maximum ~ at Polarization
MI A >1 w, =0 kxBg#0 linear
ICI Ai >1 Wr < Weji k x By=0 left-handed
PFI A <1 Wy < Weji kxByg=0 right-handed
OFI A<l w, =0 k xBg#0 linear

Table 1.1: Basic properties of mirror (MI), ion cyclotron (ICI), parallel (PFI)
and oblique fire hose (OFI) instabilities.

Mirror structures are often observed with high amplitude of fluctuating
field 6B/B z 0.1. This fact indicates the nonlinear evolution of the mir-
ror instability. The oblique fire hose has also nonlinear evolution. On the
contrary, ion cyclotron and parallel fire hose instabilities have rather linear
evolution.

Figure 1.1 shows isocontours of maximum growth rate of temperature
anisotropy driven instabilities in 3); — A; space. Growth rates are computed
from the linear Vlasov theory for the plasma composed of isotropic electrons
and anisotropic bi-Maxwellian ions of mass m; = 22m, where m, is the
proton mass. The lines correspond to the particular instabilities as follows:
solid - ICI, dotted - MI, dashed - PFI, dash-dotted - OFI. Numbers a on
the lines denote the value of growth rate + in unit of cyclotron frequency
V= Qe

Evidently, the distance of ions from the isotropy is anticorrelated to the
parallel beta for all the instabilities. Hellinger et al. (2006) have showed that,
for electron-proton plasma, thresholds of these instabilities can be expressed
in the form

T, S

T p (Byp — Bo)™

Instabilities operating in 7' /7], > 1 plasma (MI and ICI) have S > 0 and
negligible 3, while both fire hoses have negative S and non-negligible (.
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Figure 1.1: Isocontours of maximum growth rate of temperature anisotropy
driven instabilities as predicted by linear Vlasov theory for anisotropic ions
of mass m; = 22 m, and isotropic electrons. The lines correspond to the
growth rates of ICI - solid, MI - dashed, PFI - dotted, OFTI - dash-dotted.

It can be seen that in the low-beta plasma ICI has larger growth rate
than MI. This feature holds for the electron-proton plasma as well (Gary
et al. (1993)). Similarly, the parallel fire hose has larger growth rate than
the oblique fire hose, thus parallel modes have dominant growth rates in the
low-beta electron-one ionic species plasma. However, there is evidence that
the oblique modes can grow to significant level even in regions where the
linear theory predicts the parallel modes to dominate (e.g., measurements of
solar wind: Hellinger et al. (2006), Bale et al. (2009)).

One of possible explanations is that mirror and oblique fire hose modes
are nonpropagating in the reference frame of plasma while ion cyclotron and
parallel fire hose modes propagate fast along the magnetic field. Other reason
can be in the fact that real space plasmas are not always bi-Maxwellian. For
example, the pickup process produces ring-type distribution function with
anisotropy A > 1 and the plasma with such distribution function behave
differently. This problem is not well inspected.

The growth of instabilities is also affected by the composition of the
plasma which is not purely electron-proton in the case of solar wind, there
is a small density of alpha particles. Numerical simulations of Price et al.
(1986) or Gary et al. (1993) showed that an introduction of alpha particles
significantly reduces the growth rate of ICI and thus decreases the region
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where the ICI is dominant. For example, the results of Gary et al. (1993)
show that ICI dominates in electron-proton plasma for 3, < 6, but addition
of alpha particles of density n, = 0.03n, limits the region of dominant ICI
to 6”71, SJ 1.

Each component of the multi-species plasma tends to drive ion cyclotron
wave with frequency corresponding to its specific cyclotron frequency. On
the other hand, the mirror mode is fed by all components in the multi-species
plasma. Consequently the growth rates of particular ion cyclotron modes can
drop below the growth rate of mirror mode. Mirror structures observed at
To in the very low beta evolved probably due to this effect (Huddleston et al.
(1999)).

Simulations of McKean et al. (1992) show that recyclation of anisotropic
ions can support the dominance of mirror mode. The anisotropy of ions
was externally maintained on the constant value in these simulations. This
effect was included to simulate an ongoing compression of the plasma in
magnetosheath. Results show that this recyclation increases the growth rate
of the MI while it damps the ICI. The pick-up process can be considered
to be similar recycling process because it increases the anisotropy of the
distribution function. The effect of pick-up process on the growth rates of
A, > 1 instabilities is not well examined.



Chapter 2

Plasma environment of Io

Jupiter’s moon o was discovered by Galileo Galilei in 1610 and is one of
four Galilean moons. With the radius R;, = 1821 km, Io is the third largest
Galilean moon and the fourth largest moon in the solar system. Io, being
the innermost of the Galilean moons, orbits Jupiter at distance R4 ~ 6
R; with 42 hours period, here R; = 71500 km is radius of the Jupiter. Io is
deeply immersed in the Jovian massive magnetosphere, the magnetic field at
Io’s orbit is about B; = 1800 nT. Io has atmosphere and ionosphere which
interact strongly with the Jupiter’s magnetospheric plasma.

2.1 Ionian atmosphere

Io has strong volcanic activity, there are more than 400 active volcanoes on
the surface of Io. The volcanism has been discovered by Voyager 1 during
its Jupiter flyby in 1979 (Morabito et al. (1979), Strom et al. (1979)). Peale
et al. (1979) found that the volcanism is caused by the interaction with
other Galilean moons, Europa and Ganymede. Particles eructed from the
volcanoes together with those sublimated from surface frosts form [o’s neutral
atmosphere. The atmosphere is patchy, the local source rate depends on
the frost distribution and proximity of volcanoes. It is also significantly
temporally varying as the density source rate depends on the actual volcanic
activity and position of Io with respect to the Sun which affects the frost
sublimation.

The question which of the atmosphere sources is dominant is currently
unresolved. Saur and Strobel (2004) modeled the collapse of the sublima-
tion driven part of the atmosphere during solar eclipse and its influence on
the far-ultraviolet radiation power. From the comparison with Hubble Space
Telescope (HST) observations, they concluded that the sublimation driven

22
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contribution exceeds the volcanic contribution by one order during sunlight.
Jessup et al. (2004) analyzed HST observations of the Prometheus plume and
reported smooth decrease of density apart from the plume leading also to the
conclusion that the contribution of frost sublimation dominates. However,
there are also measurements that predicate the atmosphere driven rather by
the volcanic activity (Spencer et al. (2005)). Recently, Walker et al. (2010)
and Gratiy et al. (2010) developed a complex 3-D model for simulation of
the neutral atmosphere, they included inhomogenous frost map and several
volcanic plumes to the model. Their results are in good accordance with
densities inferred from HST spectroscopic observations. Better match with
observations was obtained with the composite atmosphere (including the vol-
canoes). The volcanic contribution is important mainly on the anti-Jovian
hemisphere.

Although neutral sodium has been observed first at Io (Brown (1974)),
main constituents are sulfur dioxide, firstly detected by Pearl et al. (1979),
and sulfur oxide. Other components, such as Sy, S3 and Sy, have been re-
ported (Spencer et al. (2000)).

[o’s atmosphere has a scale height about H,, =~ 100 km ~ 0.06R;,
but neutral clouds extend up to 5.8 Ry, or further (e.g., Frank and Paterson
(2001a)). This distance corresponds to the radius of the Hill sphere which
is defined as a region where the attraction of Io exceeds the attraction of
Jupiter. The atmosphere is asymmetric; it has larger scale height on the
downstream side due to the drag force of the plasma and it has a day-night
asymmetry. It has been found by Smyth and Wong (2004) that SO, density
is dominant on the day side but decreases on the night side and can drop
below densities of other constituents.

Atmospheric particles can be ionized in several processes such as electron
impact ionization, photoionization and charge exchange ionization. Total
ionization rate at Io is of the order of 10" — 10%® ions per second (Bagenal
(1997), Saur et al. (2003)). Huddleston et al. (1998) inferred the SOJ ion
production rate to be 8-102?° ions per second. Hinson et al. (1998) evaluated
ionosphere density profiles from Galileo radio measurements, the maximal

electron density observed was n, = 277000 cm 3.

2.2 Plasma torus

Io’s atmosphere and ionosphere lose about 1-3 ton of mass per second, about
20 % of it is in the form of ionized particles (Saur et al. (2003)). Escaped
ionized particles maintain Io’s plasma torus, a torus shaped cloud of plasma
that encircles Jupiter. The torus plasma is coupled to the Jupiter by magnetic
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field aligned currents, this coupling forces the torus to corotate the Jupiter
with its rotation velocity. The torus velocity at Io is Vigus = 74 km.s™?
(Frank and Paterson (2001b)). To orbits with velocity V;, = 17 km.s~! only
so the torus flows past Io with relative velocity V,q = 57 km.s™! = 0.3V,
where V, is the torus plasma Alfvén velocity. Fresh plasma is accelerated to
the torus bulk speed.

Most of our knowledge of torus plasma properties comes from in-situ
measurements of Voyager 1 which flew by Jupiter in March 1979, Galileo
which orbited Jupiter from 1995 to 2003 and Cassini which flew by at the
turn of 2000 and 2001. Onboard instruments provided information about
torus plasma composition, density and temperature.

Bagenal (1994) analyzed data obtained from Plasma Science and Ultra-
violet Spectrometer instruments on the Voyager 1 and Steffl et al. (2004)
analyzed the data from Ultraviolet Imaging Spectrometer on board of the
Cassini. They examined torus plasma composition and its radial profile on
the equatorial plane of Jupiter in the range (6,9) R, their results slightly
differ. The torus contains mainly atomic ions of O, ST and S™ and to
the lower extent the ions of O**, S3* and S**. Relative concentrations of
dominant species at Io’s orbital distance R,.,; =~ 6R; are presented in the
following table for both observations together with average ionic charge (Z)
and mass (A) and ratio of oxygen to sulfur O/S. The torus does not contain
molecular ions in a large degree because molecules rapidly dissociate. Den-
sity of SOF is estimated to be bellow 2 % (Bagenal (1994), Warnecke et al.
(1997)).

(O] [O0*F] [S*] [S*™] [S*] [8™] | (%) (4) O/S | Source
040 001 0.0 017 002 - 1.3 226 1.4 Vo.
0.22 0.03 007 021 003 003 | 1.7 252 0.7 Ca.

Table 2.1: Densities of particular ionic species at Io’s orbital distance (given
in n,) and average charge (in electron charge), mass (in proton mass) and
ratio of oxygen to sulfur for given composition. The first row presents data
from Voyager 1 analyzed by Bagenal (1994), the second row contains data
from Cassini analyzed by Steffl et al. (2004), in both papers see Figure 7.

These results imply significant temporal variability of torus properties
which is ascribed to the variability of the source at lo. Delamere and Bagenal
(2003) developed a numerical model to study the torus plasma properties in
dependence on the parameters of the neutral source. They included charge
exchange chemistry of neutral and ionized oxygen and sulphur. They ob-
tained the source rate in the range S, = 0.6 — 2.4 t.s7! and the oxygen to
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sulphur ratio in the range O/S = 1.7 — 4.0 to best fit the observations of
Voyager 1,2 and Cassini spacecrafts.

The electron density estimated by Bagenal (1994) is about n, = 2000
cm™?. This result is similar to that obtained by Steffl et al. (2004). This
density multiplied by the sum of relative densities from Table 2.1 gives ionic
densities n; = 1400 cm~2 for Voyager 1 and n; = 1200 cm ™3 for Cassini.
Crary et al. (1998) analyzed the data from Galileo to get the value of electron
density n. = 3800 cm™ and total ionic density of four major species in the
range n; = 2400 — 3900 cm 3. Ionic density inferred by Frank and Paterson
(2001b) from Galileo’s observations vary in the range n; = 1000 — 3000 cm 2.

Torus electron temperature at Io is about 7., = 5—6 eV (Sittler and Stro-
bel (1987), Bagenal (1994), Steffl et al. (2004)). Ionic temperatures are much
higher: Bagenal (1994) obtained 7; = 60 eV, Frank and Paterson (2001b)
obtained 7} = 70 eV and Crary et al. (1998) estimated the temperature of
various species varying in range 7; = 10 — 55 eV.

We give the overview of ranges of torus plasma parameters in the following
table and we include ranges of other inferred parameters such as kinetic
pressure p,, kinetic to magnetic pressure ratio 5, and mean Larmor radius
TL.s given by relations

Ps = nskBTsa
2M0ps
S = 9 21

ms [8kgT s
TL,s = .
QSBJ Mg

In the calculation of Larmor radius, we assume the torus plasma to be
isotropic (i.e., T s = T,) and we take the ionic charge ¢ and mass m; as
average of values from rows in Table 2.1. Jovian magnetic field at o is
By = 1800 nT.

nlem™| T [eV] p [nPa| B - rr, [km]
Electrons 2000-3800 5-6 1.6-3.7 0.0012-0.0029 0.005
Tons 1000-3900 10-70 1.6-43.7 0.001-0.034 4.4-11.6

Table 2.2: Torus plasma parameters: densities and temperatures were mea-
sured in-situ, other parameters are computed from relations (2.1). For the
calculation of 3 and r; we take the Jovian magnetic field B; = 1800 nT and
the ionic charge and mass as average of values in Table 2.1: ¢ = 1.5e and
m; = 23.9my,.
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2.3 Plasma torus interaction with Io

The plasma torus is significantly disturbed by presence of lo which changes
local torus density, momentum and energy. The interaction is very strong
and its footprints can be seen in Jupiter’s polar regions. The interaction of
o with the plasma torus is in detail described by Kivelson et al. (2004) and
Saur et al. (2004).

Let us describe the interaction briefly. At first we define coordinate sys-
tem: the X-axis is oriented in the direction of the plasma flow, the Y-axis
directs along the Jupiter’s magnetic field B (i.e., southward) and the Z-axis,
completing the right-handed system, directs to the Jupiter.

Drell et al. (1965) solved the linear set of Maxwell’s equations to study
the field perturbance caused by an ideally conducting object propagating
through the plasma across the magnetic field. Such object feels a motional
electric field which drives the electric current in the direction perpendicular to
both magnetic field and direction of satellite motion. This current continues
out of the satellite in the form of field aligned currents through the plasma.
According to the analysis of Drell et al. (1965), the satellite generates low-
frequency Alfvén disturbance which carries the current. Currents flow in the
plane of satellite motion and magnetic field and aim to the back of satellite
at angle o to the magnetic field such that

Vs
tana = Ve My.
Here V; is the satellite velocity with respect to the plasma, V4 is Alfvén ve-
locity of plasma and M4 is Alfvén Mach number. The structure of generated
field aligned currents is called Alfvén wing.

This model is applicable to Io which is propagating through its plasma
torus almost perpendicular to the Jovian magnetic field and can be consid-
ered to be conducting. It was discussed in the previous section that [o orbits
with lower velocity than the torus and thus [o moves in the opposite direc-
tion in reference frame of the torus than in the reference frame of Jupiter.
Consequently, generated Alfvén wings, which aim to the back of o in the
frame of torus, aim ahead of Io on its real trajectory.

In the unperturbed torus the flowing plasma generates electric field

EO - _Vtorus X BJ'

in the reference frame of To. This field is directed in the —Z-direction (i.e.,
away from Jupiter in the radial direction). Highly conducting dense iono-
sphere of [o can carry the current driven by this electric field in the direction
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perpendicular to the magnetic field. Further from Io, where the perpendicu-
lar conductivity is negligible, currents can flow along the magnetic field only.
In result, the interaction generates the circuit composed of magnetic field
aligned current flowing towards Io on the Jupiter-facing side, ionospheric
current flowing away from Jupiter in the radial direction, field aligned cur-
rent flowing towards Jupiter on the anti-Jupiter side and closing current in
Jovian ionosphere near the polar region. Total current flowing through Io is
of the order of 10°—10° A according to Southwood et al. (1980) or Saur et al.
(2002). Neubauer (1980) extended the linear theory of Drell et al. (1965) to
the non-linear situation and applied it to the case of Io. He showed that the
conductivity associated with Alfvén wings is

1
MoVA (1 + Mi -+ 2MA sin Oé)1/2

Y=

and the current circuit can close through the wings.

Alfvén waves can be reflected on the boundary of torus or in Jovian
ionosphere. Since the wings aim ahead of To on its trajectory, the reflected
waves can reach Io and reflect again back to the Jupiter. It was proposed
by Neubauer (1980) that this effect is partly responsible for the phenomenon
known as lo effect, i.e., periodic fluctuations of radiation power from Jupiter
which are correlated to Io’s position.

The charge separation caused by the ionospheric current generates sec-
ondary electric field aiming in the direction towards Jupiter. This electric
field acts to slow and divert the incoming torus flow. As a result, the frozen
in magnetic field compresses upstream of Io.

2.4 Plasma waves at Io

The mass loading via ionization of neutrals can heat the flowing plasma and
increase its temperature anisotropy A = 7 /T > 1 (Linker et al. (1989)).
Such anisotropy generates ion cyclotron and mirror waves which were both
observed near Ilo.

Ion cyclotron waves have left-handed circular polarization, real frequen-
cies below the ion cyclotron frequency and maximum growth rate for parallel
propagation. Waves with SO3, SO* and S* ion gyrofrequencies were de-
tected during five flybys (namely 10, 124, 125, 131 and 132 where I refers
to an lo flyby and the number is the orbit number) of Galileo around To.
Russell et al. (2003b) give the summary of these observations and show that
the waves were rather elliptical polarized and propagated at slightly oblique
angles with respect to the background magnetic field.
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During the 10 flyby on December 7, 1995, Galileo flew in nearly radial
direction to Jupiter in its equatorial plane and it passed Io at distance 1.5 Ry,
in the wake. Cyclotron waves appeared at distance 18 Ry, on the inbound
pass and disappeared at 7 R;, on the outbound pass, but they were replaced
by mirror waves on edges of [o’s wake and linearly polarized transverse waves
in the center of wake. Properties of cyclotron waves have been analyzed by
Huddleston et al. (1997), Warnecke et al. (1997) or Russell et al. (1999b).

The dominant mode observed during 10 flyby was that of molecules of
SO3. The reason for this is in absence of thermalized SO component in
the background torus plasma; Huddleston et al. (1997) inferred that this
component has density less than 5 % and Warnecke et al. (1997) estimated
it to be below 2 %. The waves were detected with growing amplitude when
Galileo approached closer to Io and with decreasing amplitude during the
outbound pass. Moreover, the amplitude was higher on the inbound pass.
The increase of amplitude with decreasing distance is consistent with the
increase of ion production rate. Warnecke et al. (1997) have found that the
wave power profile follows the neutral density profile on the inbound pass
because there was constant electron density during the period of observations
of cyclotron waves (according to the analysis of Gurnett et al. (1996)). Due
to the constant electron density, the ion production rate due to electron
impact ionization follows the neutral density profile. On the outbound pass,
the electron density decreased radially from Io (Gurnett et al. (1996)) and
consequently the ion production rate due to the electron impact ionization
(and the wave power) fell off more rapidly than on the inbound pass.

There was also an asymmetry between the power spectra on the inbound
and outbound passes; the power of SOT-cyclotron waves increased on the
outbound pass. The inbound pass of I0 flyby can be considered to be over
the day hemisphere and the outbound pass can be considered to be over the
night hemisphere. The asymmetry in the spectra can be attributed to the
day-night asymmetry of the atmosphere composition.

[24 and 127 flybys had similar trajectories, Galileo crossed the axis of
plasma flow in oblique direction and moved from upstream to downstream
side. Cyclotron waves were observed on the downstream side mainly, but a
small burst of waves was detected during the 124 pass upstream of Io right
on the axis of plasma flow. The dominant mode was that of molecules of
SO*. Blanco-Cano et al. (2001) performed a dispersion analysis to study
conditions for dominance of particular modes. They found that the SO™-
cyclotron mode exceeds the SO mode when the density of SO ions is at
least twice higher than the density of SO; .

The 131 pass in August 2001 was parallel to the flow in Io’s northern
hemisphere. Galileo passed Io parallel to the torus axis in the anti-Jovian
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side and flew above the wake in the direction of plasma flow. Again, waves
occurred downstream of Io and were probably excited in Io’s wake (Russell
et al. (2003a)). Trajectory of 132 flyby was similar to those of 124 and 127
passes but the measured spectra resembles rather that of 10 pass because the
SOZ -cyclotron mode is dominant.

In conclusion, the cyclotron waves have been observed almost exclusively
on lo’s downstream side but the properties of waves differ from pass to pass.
This fact implies variability of local plasma properties. Russell et al. (2003b)
did not find any significant correlation between the wave properties and solar
phase or position of Galileo with respect to Io and ascribed this variability
to the variability of volcanic input at To.

Mirror waves have linear polarization, zero real frequency and maximum
growth rates at oblique angles to the ambient magnetic field. Mirror mode
structures have large magnetic fluctuations which are anticorrelated with
fluctuations in plasma density. Mirror waves were observed on both edges
of lIo’s wake during Galileo’s first flyby in December 1995 (Russell et al.
(1999a), Russell et al. (1999b)). The waves were nearly linearly polarized
and propagated at angles about 80° to the ambient magnetic field.

The question which naturally arises is how the mirror mode can dominate
in the very low-beta plasma at Io. The answer was given by Huddleston et al.
(1999). They found that for the mirror mode to be dominant, in addition
to large temperature anisotropy of SO (the dominant species close to Io),
high anisotropies of other torus species (namely ST and OT) are necessary.
In such cases the growth rate of the mirror mode exceeds the ion cyclotron
mode growth rates for a particular ionic species. These conditions are filled
on the edges of the wake where the densities of the torus ST and O have
decreased and thus this thermalized contribution can not sufficiently reduce
the anisotropy of the pick-up particles.



Chapter 3

Model

Through the years many methods for numerical simulations of plasma were
developed. Two basic approaches to the modelling are:

e kinetic models where both ions and electrons are modeled as separate
particles

e and fluid models where ions and electrons are modeled as fluids.

Naturally both methods have advantages and disadvantages. Kinetic models
are very time and memory consuming. For this reason the simulated areas
and times are limited. Fluid models allow to model much larger plasmas for
a longer time. On the other hand, fluid models can not resolve kinetic effects
related to the Larmor radius.

The combination of mentioned models is the hybrid approach. Here the
electrons are simulated as fluid while the ions as kinetic population. The
electron fluid is massless and its role is to maintain the quasineutrality of
plasma. Hybrid modelling enables to simulate more ions than kinetic because
it does not require computer memory for electrons. Moreover, hybrid models
can resolve ion kinetic effects in contrast to fluid models.

3.1 CAM-CL algorithm

One of hybrid models is current advance method and cyclic leapfrog algorithm
(CAM-CL) developed by Matthews (1994). In this algorithm algorithm, the
plasma is described by following set of equations:

e Faraday’s law
0B
E=—— 1
V x ot (3.1)
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e Ohm’s law in the magnetostatic approximation

E:L((VXB)XB

—JixB—Vpe)Jrn(VxB), (3.2)
Pe,i Ho

e Newton’s law

dvs  gs
=— (E+v,xB), .
a - m (E+ v, x B) (3.3)
e equation for ion position
dx (3.4)
= VS‘ .
dt

In relations (3.1) - (3.4), used quantities are electric field E, magnetic field B,
ionic charge density p.;, total ionic current density J; = > Js composed of

current densities of particular ionic species J, electron presgure Pe = NokpTy,
resistive term 7 and charge ¢,, mass mg, position x, and velocity v, of ions
of species s. For purpose of CAM-CL this set is completed with the equation
for time evolution of ionic current density which can be derived from the
Newton’s law (3.3)

dJ; qs
= — (peE+Js x B). 3.5
=L B+ 3 xB) (35)

Let us describe here the algorithm for pushing particles from positions
x (to + At) to positions x (to + 3At). We will use notation g (to + nAt) =
g" and quantities A and I" defined by relations

A= erp;/f, (3.6)

= erJs(xi/Z,vg) (3.7)

where p. s is the charge density and r; = ¢s/m; is the charge to mass ratio
of the ionic species s. We omit the subindex s and we assume that, besides
x!/2, following quantities are known at the beginning of each time step: v°,
BY, o2, pi/Q, J?, A, T and Jy(x'/2,v0),

Pushing of particles in kinetic simulations is done in two main steps,
integration of Newton’s law (3.3) and determination of new position from
(3.4). The leapfrog method is used to push the particles in CAM-CL. Ion
positions and velocities are computed in times half time step shifted so the
new position can be determined from the central difference

x3? = x'/2 4 viAL. (3.8)
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The required velocity v! is computed from central difference applied on New-
ton’s law with Lorentz force on the right side (3.3)

vi=v' 4 Arl <E1/2 TVl x B1/2> (3.9)
m
where v!'/2 is computed from the relation
At
viz—y 204 <E1/2 +vY x B1/2> . (3.10)
2 m
Determination of field quantities is the goal of current advance method.
The procedure is done in following steps:

e The Faraday’s law (3.1) is integrated to get B/

At/2
B1/2 _ BO _ / V x E (p&.]?, B(t),Te> dt.
0

This step is done by cyclic leapfrog method discussed in next section.

e New electric field is computed from Ohm’s law (3.2) using advanced B
and p.
E'—E (,)1/.2, J(x2,v0), B2, Te) .

e Tonic current density is advanced in velocity by integration of (3.5)

At
1P = B + S (AE* 4T x B1/2)

1

where A and I' are given by (3.6) and (3.7).
e Electric field is advanced to E/?

EYV2 _ R <p1/2 J1/2,B1/2,Te> ‘

ci vYi

Values of fields required for equations (3.9) and (3.10) are known so the
particles can be pushed now by (3.8). In order to begin new time step a few
quantities must be computed using new state x*/? and v':

3/2
pc,i )

1 1/2 3/2
pi,i = é(pc,/l +pc,/1 )7
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Ji(Xg/Q, Vl),

Jll - (Ji(x3/27 vl) + Ji(x1/27 Vl)) )

A=Y rpll

N | —

and

I'= Z TSJS(X3/2, vl).

Finally the magnetic field is advanced to B' by the second use of cyclic
leapfrog
At
B! = B2 — / V xE(pl;, 3, B(t), T.) dt.

At/2

3.2 Implementation

In the previous section the CAM-CL algorithm was described just in general.
In this section some details about implementation of the code are discussed.

Plasma in CAM-CL is modelled using the particle in cell scheme. The
simulation domain is divided into N, x N, cells which form a rectangular grid.
Moments p.;, Ji, magnetic field B and electron pressure p, are computed in
nodes of this grid which will be called in the text magnetic field grid. The
electric field has its own grid (electric field grid) whose nodes are located in
centres of cells of the magnetic field grid, see Figure 3.1. Nodes of magnetic
field grid are marked with full integer indices while the electric field grid
nodes with half integer indices. We take particle positions to be also full
integer in nodes of magnetic field grid.

3.2.1 Weighting

Every particle contributes to moments p.; and J; computed in corners of cell
where the particle is located. Each particle has a weight equal to 1 and the
contributions to the cell corners are determined from the particle position
in the cell. The particle is located in the cell at position (z,y) as shown in
figure 3.1 and it is a carrier of a quantity G. Contributions to cell corners
are given as

G(i,j) = ¢aa(z,y,1,7)G,
G(Z + 1,]) - ¢ud(x7y7i + 1’])G7
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(i, j+1) (i+1,j+1)

(4, J) x (i+1,))

Figure 3.1: Sketch of the simulation cell: the full line grid is the magnetic field
grid where moments p.;, J; and magnetic field B are computed. Dashed lines
represent electric field grid. Particle located at (z,y) contributes to moments
computed in four nearest nodes of the magnetic field grid.

G(Z,] + 1) - qbdu(m?y?ivj + 1)G7
Gli+1,j+1)=uu(z,y,i+ 1,7+ 1)G

where the weights are
¢dd x7y7i7j) - (]‘ _$+Z)(1 _y+] )

( )
¢>du($,y,i,j+1)=(1—w+2)( )
Total value of G in some node is given by the sum of contributions of all

particles located in neighbouring cells. For example determination of GG in
node (7, 7) can be formally written

G(i,§) = ®(x,5, /)G = > [0ia,10i191 Pun(Tp: Yp 1, )Gy +
p
F0ilp) 051y, Pau(Tp, Yp, 1, §) Gy +
+6if;rp] 5]' lyp] ¢ud (xpu Yps Z.v j)Gp +
+5iprJ 6]' lyp] ¢dd(xp> Yp, 7;7 j)Gp]a

Y

where the summation is over all particles whose positions are stored in
the vector x, dy; is Kronecker delta, [-] and | -] are ceiling and floor functions,
respectively.
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3.2.2 Determination of moments

Using the weight operator ® defined in the section 3.2.1 moments p.; and
Ji(x,v) in anode (i, j) can be computed from particle positions and velocities
from relations

peili, 1) =D peslisg) = Y ®(xs,i, )4

and

Ji(x,v)(i, ) = Y Julis ) = D (Xar )GV

3.2.3 Electron pressure

The electron pressure is given by relation p. = n.kgT,, where electron tem-
perature T, is in the hybrid code considered to be constant. We require
plasma to be quasineutral so the concentration of electrons n. can be com-
puted from the total charge density

3.2.4 Spatial derivatives

In CAM-CL derivatives transform some quantity from one grid to the second.
For example, Vp, transform the pressure from the magnetic field grid to the
electric field grid. The derivative in some node is computed from four nearest
nodes of the second grid. Derivatives of g in the node (i + 3, j + 1) in z and
y directions are given by relations

g, 1 . 1. 1 , , . N e
%(Z+§>J+§)——2A$ (gli+1,7+1)+g(+1,5) —g(i,7+1) —g(i, 7)),
dg,. 1 1 1 , , o . . o
a—y(l+573+§)—m(g(Hl,JHHg(wH)—g(l+1,1)—g(l,J))-

Operators rot and grad used in CAM-CL can be simply computed using
these relations.

3.2.5 Electric field

The value of electric field in the node (i—3, j—1) is computed from Ohm’s law
(3.2). Here the values of VxB and Vp, are computed in the node (i—3,j—1)
using appropriate spatial derivatives and values of other quantities (B, p.;
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and J;) are given in the node (i—3,j — %) as average of values on four nearest

nodes of magnetic field grid

1 1. 1

572—5)—4(/)0( Lj—=1)+pe(i,j— 1)+ pe(i — 1,5) + pe(i, j)) -

The electric field (3.2) becomes divergent if the plasma vanishes in some
region, for that reason the density is kept above some minimal value.

pe(t —

3.2.6 Magnetic field - Cyclic leapfrog algorithm

The integration of Faraday’s law (3.1) in one single step could lead to sig-
nificant simulation noise so the integration is done in few substeps. Let the
magnetic field is to be advanced from B° to B/2

At/2

B'/?=B"- / V x E (p2,3),B(t), T.) dt.

Magnetic field is advanced in n time substeps, each time substep is 7 =

QA—Tf. The procedure is done in two ways, the magnetic field in odd times is

leapfrogged by the field in even times and vice versa. This is the origin of
name cyclic leapfrog. The scheme can be written as

B"=B" -7V x E (02, J!, B T.),
B =B’ - 2rV x E (p2,3},B",T.),
B =B" - 27V x E (p, J}, B2 T2),
BV — B3 _ 9,y x E <pc, 30, B2 Te),
B" — B" 27 _ 2,V x E <pC,J0 B~ 1>T,Te),
B =BT _ 1y E(pC,JO B~ 1)T,Te>.
Finally we get B!/
1
B = (B +BI).

Typically about 5-10 substeps are used.

3.2.7 Boundary and initial conditions

Boundary conditions serve to terminate plasma parameters continuously on
borders of the simulation domain. The discontinuity of quantities on bor-
ders would lead to development of artificial effects such as reflection of waves
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or creation of artificial field. Two basic approaches are used to solve this
problem: periodic and open boundary conditions. In the former approach
particles which left the domain on one side are injected back on the oppo-
site side with unchanged velocity. Values of moments in boundary nodes are
added to moments on the opposite boundary. If the open boundary condi-
tions are used, particles which left the domain are lost.

The simulation is scaled by values of background plasma parameters;
values of ionic inertial length A; = ¢/w,;, Alfvén velocity V4 and inversed
ionic gyrofrequency 1/w,; are taken as units of length, velocity and time.
Ambient magnetic field By and charge density p.o are scaled to unity as
well.

Direction of the background magnetic field, electron pressure and the
background plasma properties are set as the initial condition. The plasma
can contain more species and arbitrary parameters for each species are:

e relative density n, and charge to mass ratio ry = ¢s/m, which define
background plasma composition,

e parallel beta ), and temperature anisotropy A; = T /T, which
define pressures and temperatures of given species,

e direction and magnitude of the bulk velocity Vi (this determines the
Alfvén Mach number My, = Vi /Va).

3.3 Previous models of lo-plasma torus inter-
action

The interaction of Io with its plasma torus has been studied intensively by
means of numerical simulations. Most of the models were fluid. This section
gives brief overview of the previous models.

Linker et al. (1989) used 3-D MHD model of the plasma flow past Io
to examine the influence of the mass loading of plasma on its temperature.
They included a source of the fresh plasma in the vicinity of Io with radi-
ally decreasing profile. They showed that the mass loading can increase the
plasma temperature at lo.

Later, the same researchers (Linker et al. (1991)) used similar model
without the source of the fresh plasma to study the interaction of magnetized
plasma flow with conducting sphere representing Io and its thin ionosphere.
The results include main global features of the interaction: formation of
Alfvén wings and the diversion of the flow around wings and lo. Results
indicate also the presence of slow and fast MHD modes.
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More accurate models came after Galileo’s first flybys around lo. Linker
et al. (1998) included both ionization and charge exchange processes in their
3-D MHD model and considered lo to be either conducting or intrinsically
magnetized body. They obtained decreased magnetic field magnitude and
increased plasma density in the wake as observed by Galileo but without the
double peak structure in magnetic field on the flanks of wake. Better results
were achieved with intrinsically magnetized lo.

Combi et al. (1998) obtained similar results in 3-D model without intrin-
sic magnetic field for Io. They used a cartesian grid with adaptive mesh.
This model was lately slightly modified by Kabin et al. (2001) by changing
the model of pick-up processes and introducing the day-night asymmetry in
the distribution of the mass loading. The modified model provided better
accordance of the simulation and observational data.

Saur et al. (1999) used 3-D two-fluid model for electrons and one plasma
species. They assumed constant magnetic field in their model and included
photoionization and electron impact ionization in the neutral atmosphere.
They analyzed both numerically and analytically the effect of perpendicular
Hall and Pedersen conductivities on the plasma flow. They showed that the
flow is asymmetric around o, the electrons are twisted toward Jupiter while
the ions are diverted away.

The same group (Saur et al. (2002)) used modified model and obtained
good agreement of the simulation and Galileo data including the double-peak
structure in magnetic field in Io’s wake. They explain this structure to be
result of the diamagnetic and inertial currents which flow on the edges of
wake. They used, besides photoionization and electron impact ionization,
an additional ionization source of energetic field aligned beams of electrons
(such beams were observed by Williams et al. (1999)).

Recently, Lipatov and Combi (2006) developed 3-D hybrid (kinetic ions
and fluid electrons) model to study the effect of kinetic processes on the
interaction. They implemented charge exchange, electron impact ionization
and photoionization processes in a two-component neutral atmosphere with
the radial profile

- R o Ha m R o
M (1) = Natm [Wmt exp (—TH ! ) W L (3.11)

atm 4 T2

where the first term represents a dense thin exosphere close to lo’s surface
while the second represents extended neutral clouds far from Io. In the
equation (3.11), W;,;, Wy are fractions of the ion production rate in the
exosphere and in the extended clouds, Hy,, is the atmosphere scale height
and ngyy, is neutral density close to lo’s surface. They were able to reproduce
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observations of Galileo in Io’s wake without using the beams of energetic
electrons as in the simulation by Saur et al. (2002).

3.4 Details of used model

We can consider the plasma to be quasineutral on spatial scales of the space
plasma. For this reason the hybrid code is very suitable for simulations of
space plasmas. CAM-CL algorithm has been used successfully for simula-
tions of plasma interactions with various space obstacles, such as Mercury
(Travnicek et al. (2007)) or Moon (Travnicek et al. (2005)).

Each space obstacle has its specific features which must be included in
the simulation properly. For example, the planet can have its magnetosphere
or ionosphere, it can be magnetized or conducting etc.

[o is considered to be conducting and does not have significant magnetic
field. The conductivity is provided by the function which sets the electric
field inside Io to zero every time it is computed from Ohm’s law (3.2).

Important feature of Io is presence of neutral atmosphere which is source
of fresh plasma through ionization processes, such as electron impact ioniza-
tion and photoionization. Moreover, the atmosphere is a target for incoming
torus plasma ions which exchange charge with atmospheric neutrals. We in-
clude these ionization processes to the simulation. We treat separately charge
exchange ionization and photoionization/electron impact ionization.

3.4.1 Charge exchange ionization

We use the model of charge exchange ionization proposed by Lipatov et al.
(1998). Let us consider plasma species with velocity distribution function
f»(vp) and neutral component with distribution function f,(v,). The loss
rate for plasma, i.e., the time change of plasma velocity distribution function
due to the charge exchange collisions with neutrals, is given by Ripken and
Fahr (1983) as

0fp(vp)
ot

= fp(vp) - /fn(vn)vwlaew(vwl)dgvn‘ (3.12)

In the integral, v, = |v, — v,| is relative velocity between the plasma ion
with velocity v, and the neutral particle with velocity v,, and o, (v.¢) is
cross-section of charge exchange. If we assume cross-section independent on
the relative velocity, the loss rate (3.12) becomes

Oh(,) i
—ar = rva) vy = Vi)l O = £ (Vi) - Bea(vy) (3.13)
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where n,, is density of neutrals and (v,,) is mean velocity of neutrals. Term
Bex(Vp) = ny [V — (V)| 0 has meaning of charge exchange rate for ions
with velocity v,.

The probability that ion does not undergo the charge exchange during
time interval At = (o, 1) is

¢
Dezx = €XP —/ﬁex(vp)dt . (3.14)
to

Naturally, the probability decreases with the length of the time interval and
charge exchange rate (.,(v,). For time interval equal to the inversed charge
exchange rate At = [.'(v,), the survival probability is small which is re-
quired feature.

Escape velocity of neutrals at To is estimated to be about (2.3-2.5) km.s™!
(Linker et al. (1985)). Since the torus bulk velocity relative to lo is V. = 57
km.s™!, neutrals can be considered to be at rest with respect to the torus
plasma and (v,) = 0 in relation (3.13). If the time interval At is so small
that charge exchange rate does not change significantly along the particle
trajectory, the survival probability (3.14) is

Dex = €XP [—Bex(Vp) At] = exp [—ny, |[Vp| 0 AL (3.15)

We examine the survival probability (3.15) for each particle and compare
it to the random number £ € (0,1). We exchange charge of those particles
which fulfil relation p., < £. Since we assume the new ions created in Io’s
vicinity to be of the same species as the torus ions, the charge exchange is
done simply by setting the ion velocity to zero.

3.4.2 Electron impact and photoionization

We inject ions created in photoionization together with those created in elec-
tron impact ionization. In other words we consider only total source rate of
these processes. Each timestep we inject new ions within the vicinity of Io
with required radial profile. The number of ions to be created in one time
step is inferred from the total ion production rate at Io.

We require ion production rate density profile ¢(r) = k- f(r) within the
sphere of radius R,,., and we know the total ion production rate (number of
neutral particles ionized per second) in this sphere @Q;o,. In two dimensional
simulation, we inject particles to the hollow cylinder with outer radius R4,
and height dz, the ion production rate () in this hollow cylinder is given as
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Rumazx
Q =2k -dz - / f(r)-r-dr, (3.16)
Ry,

where the normalization constant % is computed from

Rmaz
Qion = 41k - / f(r)-r*-dr. (3.17)
RIo

() indicates number of real ions to be produced per one second in the hollow
cylinder around Io. This number has to be recalculated to get the number
of macroparticles to be produced per one timestep.

We inject each new ion with coordinates z = r,-sin(y) and y = r,- cos(p)
relative to lo, lo’s center is origin of the coordinate system. Polar angle ¢
is random with uniform distribution between 0 and 2m. Radial distance r),
is random too, but such that the density of newly created ions have radial
profile ¢(r). To obtain this profile the distance r, is generated by following
procedure:

e Random distance r, between R, and R, is generated.
e Ion production rate density is evaluated at this distance to get g(r,).

e Random number ¢,4p4om between 0 and g4, is generated. Here gq. 18
maximal value of ¢(r) on the interval (R;,,Rimaz), for decreasing profiles

it is Gmaz = Q(T - RIO)-

o If Grandom < q(rp), the particle is injected to distance r,, otherwise
whole procedure is repeated.

The generation of distance can be simplified in some special cases. For
example, if the ion production rate profile density is ¢(r) oc 7!, the distance
from Io can be computed as r, = R% - R; ® where « is random number
with uniform distribution between 0 and 1.

We assume atmospheric neutrals to be in rest with respect to Io so the
new ions are created with zero bulk and thermal velocities. Subsequently,

the contribution of each new ion is added to the charge density.
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Results

We will show results of hybrid simulations of plasma torus interaction with
Io in this section. The simulations differ from each other in properties of Io’s
atmosphere/ionosphere. We study the interaction of Io with its plasma torus
in dependence on two main parameters: ion production rate in the vicinity of
Io Q;,n and surface neutral density n4:,, which determines the rate of charge
exchanges between plasma ions and atmosphere neutrals.

4.1 Simulation setup and overview

We will give brief overview of performed simulations at first. All the simula-
tions are two dimensional in the plane X — Y (see section 2.3). The X-axis
directs along the plasma torus flow direction and the Y'-axis directs along
the Jovian background magnetic field B ;. Whole simulation domain is filled
with torus plasma and homogenous background magnetic field at the begin-
ning of the simulation. New ions are continually injected to the simulation
during the run. New ions are injected in the vicinity of Io within a sphere of
radius R,,q.. = 5.6R,

Overview of performed simulations is given in Table 4.1. Simulations
differ in properties of the neutral atmosphere. The ion production rate is
of the order of 10?" s7!, three values have been used in simulations: Q;,n =
0.5;5;20-10%" s71. The surface neutral density nq.m, scales the neutral density
profile (4.1) of Lipatov and Combi (2006)

_Ro HamRo
i I) Wea:tTt é
r

1 (1) = Natm {Wmt exp (— (4.1)

atm

and determines the rate of charge exchanges between ions and neutrals (see
section 3.4.1). In the profile (4.1) W;,;, Wey are fractions of the neutral

42
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Run Qion Natm
rm1-g5-sd05 5) 0.5
rm1-q5-sd10 ) 10

rm1-q05-sd05 0.5 0.5
rm1-q05-sd10 0.5 10
rm1-q20-sd05 20 0.5
rm1-q20-sd10 20 10

rml-qgb-nocx ) -
lip-q20-sd05 20 0.5
lip-q20-sd10 20 10

Table 4.1: List of performed simulations. Values of ion production rate Q;,,
due to the photoionization and electron impact ionization are given in 102"
s~1. Values of surface neutral density ng, are given in 10® cm 3. Simulations
with rm1 in the name of the run have radial profile of ion production rate
given as q(r) oc 7~! and the neutral atmosphere profile for charge exchange
given as 4.1 according to Lipatov and Combi (2006). We use atmosphere scale
height H,;,, = 0.5R,. Simulations with /ip in the name of the run have both
the radial profile of newly injected ions and the neutral atmosphere profile
for charge exchange given as n,, from (4.1) according to Lipatov and Combi
(2006). In this case we use atmosphere scale height H,,,, = 0.1R,.

atmosphere components (W, + Wy = 1), Hap is atmosphere scale height.
Lipatov and Combi (2006) used values of surface neutral density n.., €
(0.5—10)-10® cm ™2, we use the extreme values in our simulations. We have
performed also a simulation without the charge exchange.

We use two spatial profiles of ions created in electron impact and pho-
toionization processes (see section 3.4.2). The first profile is ¢(r) o< 771, in
this case we use profile for charge exchange ionization n, from (4.1) with
Wint = Wear = 0.5 and Hygyy = 0.5R;,. The second profile is q(r) o< n,(r)
with Wi, = W, = 0.5 and Hg,,, = 0.1R;,.

The initial torus plasma is composed of isotropic electrons and isotropic
Maxwellian ions with mass m; = 22m,, and charge ¢ = —¢g.. These particles
represent mean ions in the plasma torus with composition similar to that of
the Voyager 1 era (see Table 2.1). The unperturbed torus plasma has density
no = 3500 cm 3 and flows along the X-axis with velocity Vy = 0.3V,4. We
use torus pressure such that ;o = 0.06 and . = 0.0022. While the value
of electron beta is real, the value of ionic beta is approximately twice higher
than the maximum value in table 2.2.

The simulation is scaled by properties of unperturbed torus plasma. Units
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of time and length are inversed cyclotron frequency 1/w. and ionic inertial
length Ay = ¢/w, where w,( is plasma frequency in the unperturbed torus.
Standard spatial resolution is Ax = Ay = 0.2Ay and temporal resolution
is At = 0.02/w.p. Typical gyroradius of the ions with f;o = 0.06 is r, =
2/ Bio/mNg = 0.28A¢ so the used cell size should be sufficient to resolve the
gyroradius effects. A simulation with better resolution Ax = Ay = 0.1A( and
At = 0.01/w.o has been performed to check whether results are influenced
by the cell size.

Ionic inertial length in plasma having above defined properties is Ay = 18
km which is approximately hundred times smaller than the real Io radius
Ry, = 1821 km. It follows that it is impossible to model the interaction on
real scales. We use the Io radius Rj, s scaled down with respect to real
radius by R,/ Rrosim =~ 10 so that the simulation radius is Ry, sim = 10A,.
This radius is still much larger than the typical gyroradius r;, = 0.28Ay. The
simulation domain has 1600 cells in both directions so the total size of the
domain is L, = L, = 32R,. Total simulation time is 7" = 500/w, 0.

We use periodic boundary conditions at borders of the simulation domain.
The electric field and bulk velocity are set to zero in the interior of Io and
particles hitting lo’s surface are removed from the simulation.

Simulations were computed using the MPI protocol on 64 or 128 parallel
nodes of the Amalka Supercomputing Facility at the Academy of Sciences of
the Czech Republic. The simulation domain is divided into required num-
ber of equally sized subdomains and each node computes the code in one
subdomain.

4.2 Global behaviour

Let us start with the description of the global behaviour of the interaction.
Figure 4.1 shows the density of torus and pick-up plasma around lo at time
t = 500/w,; from simulation rmi-¢5-sd05 with total ionization rate due to
electron impact and photoionization Q;,, = 5 - 10*" s7! and surface neutral
density ngm = 0.5 - 10% cm 3.

Pick-up ions form a denser cloud than the torus plasma and torus ions in
the result accumulate on the upstream side of the ionosphere. pick-up ions
are situated around lo in the sphere of radius R,,.. = 5.6R;, mainly and
leave this region on the downstream side. The density of pick-up plasma is
increased in the wake. Strongest fluctuations are present upstream of lo.

As torus ions reach the ionosphere, they are slowed down and deflected
from the direction of initial flow (i.e., along the X-axis). Figure 4.2 shows the
velocity of torus and pick-up ions in X —Y plane. The color-scale plot repre-
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Figure 4.1: Distribution of plasma density around Io at time 7" = 500/w.
from simulation rmI-¢5-sd05 with ion production rate Q,,, = 5 - 10?7 s}
and surface neutral density ng,, = 0.5 - 10 cm™3. The pick-up plasma
(right) form dense ionosphere around Io. Torus ions (left) slow down in the
region upstream of Io due to the presence of dense pick-up ionosphere and

accumulate here.

sents the magnitude of the mean velocity in that plane Uy, s = /U2 + UZ .
White arrows show the weighted direction of flow in given location. Each
arrow represents the direction weighted from neighbouring cells using the
bilinear weight. Pick-up plasma is dragged by the torus plasma away from Io
in the direction of the torus flow. It can be seen that both components can
locally (on the upstream side) flow away from Io in the direction opposite to
the initial torus flow.

Figure 4.3 shows the simulated magnetic field from the same simulation
rml1-q5-sd05 as in previous Figures 4.1 and 4.2. Top panel displays the field
in the X —Y plane and the color and arrows have same meaning as in the
Figure 4.2 of torus plasma flow. Color represents a magnitude of magnetic
field in the plane and arrows represent the direction. The accumulation of
plasma particles upstream of Io causes a compression of the magnetic field.
When the torus plasma reaches the ionosphere, the initial magnetic field
in the Y-direction is twisted around Io. The magnetic field is decreased
downstream of lo; strong drop-off is present in the wake of Io where the
magnetic field magnitude falls almost to zero. On the contrary, the density
of plasma is increased in the wake. Bottom panel displays the z-component
of the magnetic field. Strong fluctuations of the magnetic field are present
mainly in close vicinity of To.

We have performed a test simulation with the same parameters as in the
simulation rm1-g5-sd05 with better resolution in space and time to check
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Figure 4.2: Velocity of the plasma in X — Y plane from simulation rm71-¢5-
sd05. Color represents the magnitude of velocity and arrows represent the
direction. Torus ions (top), which flow to Io with velocity 0.3V, are slowed
down upstream of Io and deflected around it. Downstream of lo, torus ions
flow in the initial direction with lowered velocity. Pick-up ions (bottom)
are dragged by the torus plasma and gain the velocity component in the
X-direction.
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Figure 4.3: Magnetic field from simulation rm1-¢5-sd05. Top panel shows the
magnitude and direction of the field in X —Y plane. The field is compressed
upstream of Io and twisted around. In the wake, the field is decreased. Bot-
tom panel shows the z-component of the magnetic field. Strong fluctuations

can be seen close to Io in both panels.
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whether results are affected by the cell size. We used resolution Ax = Ay =
0.1A¢ and At = 0.01/w.o. We have also performed a test simulation with
higher number of particles per cell. Both test simulations give qualitatively
same results as the simulation rm1-¢5-sd05.

Naturally, all performed simulations manifest similar global behaviour as
the discussed simulation rm1-q5-sd05: the field is compressed upstream of
To and is decreased downstream, plasma density is increased in the wake etc.
Simulations differ mainly in the density of the ionosphere (which depends on
the value of Q;,,) and the level of fluctuations close to Io. Simulations with
low ionization rate Q;,, = 0.5 - 10?” have low density of pick-up ions and the
fluctuations are weak. On the other hand, the ability of the torus plasma to
drag ions from the ionosphere is lower for higher @);,,. The surface neutral
density ngu., determines the rate of charge exchanges and affects mainly the
level of fluctuations which is generally lower for simulations with high n4,.

For comparison, we show plots of densities from simulation rm1-¢5-sd10
with the same ion production rate @);,, and higher surface neutral density
Nam- Resulting distribution of density is affected mainly in the close prox-
imity to Io where ions exchange charge with neutrals most frequently. Since
only one plasma species is used and newly created particles begin their life
with zero velocity, exchanging the charge of ion with neutral is equivalent
to stopping the ion. The plasma near o is standing due to the high charge
exchange rate; there are no fluctuations in comparison with simulation with
low charge exchange rate. It would be seen in the figure of velocity similar
to the Figure 4.2 that in the region around Io the velocity is close to zero.

4.3 Fluctuations

We will discuss the presence and properties of fluctuations close to lo in
particular simulations. We examine the evolution of temperature anisotropy
and the level of fluctuations at To.

To study properties of fluctuations we compute the correlation coefficient
between fluctuations of magnetic field and plasma density. We use the Pear-
son’s correlation coefficient defined by the relation

; (Mo e — T5) (Bk - E)

(ns, B) = (K—1)o,,08

(4.2)

where ¢ is standard deviation of density or magnetic field and the overline
denotes mean value on the sample, K is number of cells used for the compu-
tation. We use samples of 25 x 25 cells around the given point.
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Figure 4.4: Density of torus plasma from simulation rm1-¢5-sd10 with same
ionization rate @);,, but higher surface neutral density n., than in the sim-
ulation from Figure 4.1. The charge exchange rate is high close to Io and
the plasma here is almost immobile. Higher charge exchange rate decreases
significantly the level of fluctuations in the plasma.

We look also on the distribution of the plasma in the 3, — A, space. It
has been discussed in chapter 1 that temperature anisotropy driven insta-
bilities act to decrease the distance of plasma from isotropy, i.e., the quan-
tity |As — 1|. Thus the instabilities constrain the dependence of maximum
anisotropy on parallel beta to the shape which is related to the dependence of
the instability growth rate on plasma parameters. The shape of constraints
of the temperature anisotropy in the 3, — A, space can be considered as an
indirect indicator of the instability growth. We compute histograms of tem-
perature anisotropy and parallel beta of the simulated plasma to compare
the position of the plasma in the g ; — A, with isocontours of the maximum
growth rate of the anisotropy driven instabilities from Figure 1.1.

Basic simulation: Q,,, = 5-10%" s™!; ngy, = 0.5-10% cm ™

We show simulated temperature anisotropy Ay = T /T from the sim-
ulation rmI1-g5-sd05 for torus ions and pick-up ions in Figure 4.5. The
anisotropy is computed as the fraction of perpendicular and parallel pres-
sures in the cells with sufficient number of macroparticles. The anisotropy is
set to A; = 1 in cells with less than five macroparticles.

The newborn pick-up ions have typically ring-type distribution function
with large temperature anisotropy A,, > 1 and low parallel beta at the
beginning of their life. Such anisotropy may drive ion cyclotron and mirror
instabilities which act to decrease the anisotropy. It has been showed in the
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Figure 4.5: Temperature anisotropies of torus ions (left) and pick-up ions
(right) from simulation rm1-¢5-sd05. The temperature anisotropy has mod-
erate values A; < 5 in the region of high level of fluctuations (see Figures
4.1 and 4.3) probably due to the growth of temperature anisotropy driven
instabilities.

figures of magnetic field and densities from the same simulation, i.e., in the
Figures 4.3 and 4.1, that the fluctuations grew to the high levels close to lo.

There is a region of high anisotropy of pick-up plasma A,, > 20 upstream
of Io even though the number of macroparticles here is high. There are no
fluctuations of density and field in this region. There probably exists some
effect which does not allow the anisotropy driven instabilities to grow and
reduce the anisotropy in this region. The reason could be for example in the
fraction of densities of thermalized torus plasma and new pick-up plasma.
Anisotropy driven instabilities are strongly damped in the plasma with low
fraction of anisotropic contribution. However, the fraction of densities in the
region in question is n,,/n, < 5 and the torus plasma is also anisotropic
in the region probably due to the compression of magnetic field and thus
this explanation does not seem to be valid. More likely, the high anisotropy
is caused by the numerical effect. The compression of the magnetic field
upstream of Io can cause that the Larmor radius drops below the resolution
of the code.

The correlation coefficients (4.2) between fluctuations of density and mag-
netic field are showed in the Figure 4.6 for both plasma components. Strong
anticorrelation between the fluctuations can be seen in the vicinity of Io on
the upstream side. The orange region of high correlation between oscillations
of density and magnetic field is related to the region of high anisotropy in Fig-
ure 4.5. There are no fluctuations so the density of pick-up plasma, which is
increasing radially towards lo, is correlated with compressing magnetic field.
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Figure 4.6: Correlation coefficient between the fluctuations of plasma density
and magnetic field from the simulation rm1-¢5-sd05. Left panel shows the
correlation coefficient for fluctuations of the density of torus plasma and right
panel represents the correlation coefficient for fluctuations of the density of
pick-up plasma. Strong anticorrelation between fluctuations of density and
magnetic field can be seen upstream of Io in the region of high fluctuations
(marked roughly by the red box).

The anticorrelation between the fluctuations of magnetic field and plasma
density on the downstream side in Figure 4.6 is a result of the interaction.
Ions flow towards the axis of the domain on the downstream side (according
to the Figure 4.2) and thus form region of increased density on the axis while
the magnetic field is decreased on the axis.

Figure 4.7 shows the histogram of parallel beta ) s versus temperature
anisotropy Ay for cells from the red box in Figure 4.6. The color represents
normalized number of cells with given parallel beta and anisotropy. The
figure contains isocontours of the maximum growth rate of ion cyclotron
(solid), mirror (dashed) and parallel fire hose (dotted) instabilities. These
isocontours are computed from linear Vlasov theory for plasma composed of
isotropic electrons and bi-Maxwellian ions. Numbers on the lines denote the
value of growth rate in unit of cyclotron frequency.

The incoming torus plasma is isotropic with 3, = 0.06. In the red
region, the torus plasma is shifted to higher anisotropies and lower parallel
beta and lies below the threshold of ion cyclotron instability. The pick-up
plasma has larger parallel beta than the torus plasma due to the higher
density. The pick-up plasma lies in the unstable region and is constrained
well with the isocontour v = 0.001w, of the mirror instability.
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Figure 4.7: Histogram of the parallel beta versus temperature anisotropy
from the simulation rm1-¢5-sd05 for the cells from red box in Figure 4.6.
The pick-up plasma anisotropy is constrained quite well with the maximum
growth rate v = 0.001w, of the mirror instability.

Higher charge exchange rate: Q;,, = 5-10%" s7%; ngm = 10 - 10® cm ™3
We show the correlation coefficient (4.2) between oscillations of plasma den-
sity and magnetic field from the simulation rm1-¢5-sd10 with higher surface
neutral density than in the simulation rm1-¢5-sd05 in Figure 4.8. It has
been showed in the Figure 4.4 that the higher surface neutral density causes
that there is much lower level of fluctuations totally and no fluctuations very
close to lo. It follows that the correlation coefficient is significantly changed
as well. The anticorrelation of fluctuations observed in the simulation with
low charge exchange rate in Figure 4.6 almost vanished in this simulation.

We show the histogram of parallel beta versus temperature anisotropy
from this simulation in Figure 4.9. The box is the same as in the Figure 4.6.
The position of plasma in the 3, — A, space is changed. Both components
are shifted to the region of lower beta with respect to the histogram from
Figure 4.7.

Higher ion production rate: Q;,, = 20-10%" s™%; ng,, = 0.5+ 10% cm ™3

The correlation coefficient (4.2) between fluctuations of magnetic field and
plasma density for the simulation rmi-q20-sd05 with Qo = 2 - 10% s7!
and Mg, = 0.5 - 108 cm ™2 is showed in the Figure 4.10. There are regions of



CHAPTER 4. RESULTS 53

Y{Bp

Figure 4.8: Correlation coefficient between fluctuations of magnetic field and
density of torus plasma (left) or pick-up plasma from the simulation rm1-
¢5-sd10. In comparison with the Figure 4.6 which shows the correlation
coefficients for simulation rmi1-¢5-sd05 with lower surface neutral density,
the region of strong anticorrelation vanishes because the fluctuations are
reduced by high rate of charge exchanges.
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Figure 4.9: Histogram of the parallel beta versus temperature anisotropy
from simulation rm1-¢5-sd05 for the cells from red box in Figure 4.8. In this
simulation with high charge exchange rate both torus plasma and pick-up
plasma have lower parallel beta with respect to the simulation rm1-¢5-sd05
with low charge exchange rate (see Figure 4.7).
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Figure 4.10: Correlation coefficient between fluctuations of magnetic field and
density of torus plasma (left) or pick-up plasma (right) from the simulation
rm1-q20-sd05. The anticorrelation of these fluctuations can be seen upstream
of To also in this simulation.

significant anticorrelation upstream of o as in the case of lower ionization rate
in the simulation rm7-¢5-sd05. This simulation has the fluctuations spread
over a larger area around lo. This effect is probably connected directly to
the higher density of the pick-up plasma. In this case the parallel beta of
pick-up plasma reaches the values up to 3 ,, ~ 10 due to very high pick-up
plasma densities.

Both parameters higher: Q;,, = 20 - 10*" s7!; ngum = 10 - 10% cm ™3

We display the correlation coefficient (4.2) between the fluctuations of mag-
netic field and plasma density from the simulation rm1-q20-sd10 with Q;,, =
2-10% s~ and ngy, = 10-10% cm ™2 in the Figure 4.11. The fluctuations are
lower than in the simulation rmi1-¢20-sd05 with same ionization rate ;o
and lower surface neutral density ng.,. However, there can be seen region
of strong anticorrelation upstream of lo. It is a difference from simulations
with moderate ion production rate rm1-g5-sd05 and rmi1-g5-sd10. In these
simulations the fluctuations were present in the case of low surface neutral
density and almost vanished in the case of high surface neutral density. In
this case of high ionization rate and high surface neutral density, the fluc-
tuations are lower than in the simulation rm1-¢20-sd05 with the same ion
production rate and lower surface neutral density but still exist.
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Figure 4.11: Correlation coefficient between fluctuations of magnetic field and
density of torus plasma (left) or pick-up plasma (right) from the simulation
rm1-q20-sd10. Due to the higher ion production rate than in the simulation
rm1-q5-sd10 the fluctuations are strong even though the charge exchange
rate is high and significant anticorrelation between the fluctuations can be
observed upstream of Io.

Lower ion production rate

Both simulations with low ion production rate Q;,, = 0.5 - 10?7 s71, i.e.,
simulations rm1-q05-sd05 and rm1-q05-sd10, exhibit very low level of fluc-
tuations. The density of pick-up plasma at time 7' = 500/w. is about
Npu/ Mo S 3 because there is very low addition of new particles in time. The
density of pick-up plasma is insufficient for generation of instabilities.

No charge exchange

We performed a simulation with ion production rate Q;on, = 5-10%” s7! with-
out using a procedure for charge exchange between ions and neutrals. The
resulting distribution of plasma density is similar to that of the basic simula-
tion rm1-q5-sd05 indicating that the charge exchange probability is weak in
the case of basic simulation rm1-¢5-sd05. This simulation and the basic sim-
ulation differ in the region close to Io which is mostly affected by the charge
exchanges, the neutral density for the computation of charge exchanges is
given as (4.1) with atmosphere scale height H,,, = 0.5R;,. There is very
low density of the torus plasma close to Io. It follows that in the simulation
with no charge exchange the torus ions close to o vanish as they either hit
Io or flow away (we have showed that the plasma can flow in the opposite
direction to the flow on the upstream side of Io in Figure 4.2) and the torus
plasma from further regions is then unable to penetrate through the dense
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Figure 4.12: Correlation coefficient between the fluctuations of magnetic
field and density of torus plasma (left) or pick-up plasma (right) from the
simulation rm1-g5-nocz.

ionosphere near Io. The charge exchange process changes the ionic current
density and thus modifies the electric field (3.2).

We show the correlation coefficient between fluctuations of magnetic field
and density from the simulation rm1-g¢5-nocz with no charge exchange in
Figure 4.12. The histogram of parallel beta versus temperature anisotropy is
showed in Figure 4.13. The histogram is similar to that from the simulation
rm1-g5-sd05 with low surface density in Figure 4.7. In this case, the isocon-
tour of growth rate v = 0.01w, of the ion cyclotron instability fits better on
the histogram.

Small atmosphere scale height

We have performed simulations with profile of newborn ions from electron im-
pact ionization and photoionization as well as the profile for charge exchange
of ions and neutrals given as (4.1) with Wy,,; = W,y = 0.5 and Hy,, = 0.1Ry,.
Real value of atmosphere scale height is about H,;,,, = 0.06 R;,. This profile
is steeper than the profile ¢(r) oc 7=!. The density of pick-up plasma has
very high values at » < 1.1Rj, but at larger distances from Io is lower in
comparison to the simulation with profile ¢(r) oc =

We show the correlation coefficient (4.2) between fluctuations of pick-up
plasma density and magnetic field for the simulation lip-¢20-sd05 in Figure
4.14. The character of fluctuations in the simulation [ip-¢20-sd10 is similar
because the neutral density falls off rapidly with increasing distance so the
probability of charge exchange further from lo is very small for both values

of surface neutral density.
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Figure 4.13: Histogram of the parallel beta versus temperature anisotropy for
the cells from red box in Figure 4.12. In contrary to the simulation with low
surface neutral density (i.e., low charge exchange rate) from the Figure 4.7
the pick-up plasma is constrained rather with the isocontour of the growth
rate v = 0.01lw, of the ion cyclotron instability.
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Figure 4.14: Correlation coefficient between fluctuations of pick-up plasma
density and magnetic field from the simulation lip-¢20-sd05 with ion produc-
tion rate profile given as (4.1). There is significant anticorrelation between
fluctuations upstream of Io.



Discussion and conclusions

We have studied the interaction between Jupiter moon Io and its plasma
torus. The work contains an introduction to the theory of instabilities driven
by temperature anisotropy of ions and a review of the Io’s plasma environ-
ment properties.

We used hybrid two-dimensional simulation code with kinetic ions and
fluid electrons to study the interaction. We have performed a set of simu-
lations with different properties of Io’s neutral atmosphere and ionosphere.
We used variable ion production rate due to the photoionization and electron
impact ionization and variable density of neutral atmosphere to change the
rate of charge exchanges between ions and neutrals. We have studied effects
of these parameters on the plasma at Io and properties of fluctuations close
to Io.

We have showed a global features of the interaction between the plasma
torus and Io including the compression of the magnetic field upstream of
Io and expansion downstream of o, deceleration and divertion of the torus
plasma flow upstream of Io and pulling of the pick-up plasma by the torus
flow.

We have focused on evolution of temperature anisotropy of plasma and
properties of fluctuations at Io. The temperature anisotropy of both torus
plasma and pick-up plasma has moderate values about 7', /7 < 5 in the
regions of highest fluctuations. The torus plasma has very low parallel beta
Bjto S 0.06 and thus lies below the thresholds of ion cyclotron and mirror
instability. The pick-up plasma has larger parallel beta than the torus plasma
because of larger density so that the pick-up plasma reaches to the region
unstable to the ion cyclotron and mirror modes.

There are very low fluctuations in simulations with low ion production
rate Qion = 5 - 10%°. We observe fluctuations of magnetic field and plasma
density in simulations with moderate and high ion production rate Q;,, =
5-10%" s7! and Qjpn = 2 - 10?7 s71. These fluctuations are present mainly on
the upstream side and their amplitude decreases to Io’s poles. The amplitude
of fluctuations is very low on the downstream side. Fluctuations are spread

58



CHAPTER 4. RESULTS 59

over larger area in simulations with high ion production rate Qj,, = 2 - 10%®
s~! than in simulations with moderate ion production rate Q;,, = 5-10%*7 s~
Considering the fact that fluctuations are not present in simulations with low
ion production rate Q;,, = 5-10%%, it follows that the growth of fluctuations
depends on the density of newborn pick-up plasma. This fact may indicate
that fluctuations result from the activity of temperature anisotropy driven
instabilities.

In order to study properties of fluctuations, we have computed the Pear-
son correlation coefficient between fluctuations of plasma density and mag-
nitude of magnetic field. In some simulations we observe regions of signifi-
cant anticorrelation between these fluctuations. The region of anticorrelation
is most evident in the simulation with ion production rate profile given as
q(r) oc 7~! and moderate ion production rate Q;,, = 5-10*” s~ and low sur-
face neutral density ng, = 0.5-10% cm™3. In the simulation with the same ion
production rate and higher surface neutral density 14, = 10-10% cm ™3, fluc-
tuations are reduced and the region of anticorrelation almost vanishes. We
observe anticorrelation between fluctuations of magnetic field and plasma
density in both simulations with high ion production rate Qj,, = 2 - 10?8
s~!. The fluctuations are lower in the case of higher surface neutral density.
We have performed simulations with ion production rate profile with lower
atmosphere scale height H,,, = 0.1R;,. We have observed significant anti-
correlation in simulations with high ion production rate Q;o, = 2 - 10% s71.
In these simulations the character of fluctuations is not influenced by the
value of surface neutral density. Fluctuations grow further from Io where the
charge exchange rate is negligible for both values of surface neutral density.
The anticorrelation between fluctuations may indicate the growth of mirror
instability.

In conclusions, we observe the wave activity mainly upstream of lo. Ob-
servations of Galileo indicate that temperature anisotropy driven instabilities
are active rather on the downstream side of Io. However, it is hard to com-
pare the results of these two-dimensional simulations with the measurements
of Galileo. Only the 131 flyby was parallel to the flow but its trajectory was
shifted from the axis of torus plasma to the anti-Jovian side so it did not lie
in the plane of our simulations. The trajectory of the 10 flyby intersects the
plane of our simulations at distance 1.5R;, in the wake. Galileo observed
very low wave activity at this location. The trajectory of I31 flyby intersects
the plane of our simulations at 1.5R;, upstream of Io and Galileo detected a
short burst of ion cyclotron waves at this location.

This work will continue by implementing a three-dimensional version of
the code. Great advantage of the three-dimensional code is that it provides
possibility of comparing the simulation data with real data measured in situ
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by the satellite Galileo thus allowing to tune working parameters to real
values. On the other hand, the three-dimensional code enables to model
relatively smaller plasma and the situation will probably require implemen-
tation of open boundary conditions to maintain the high resolution required
to study the plasma kinetic effects.

We plan to use more precise composition of the plasma torus using more
plasma species. The composition of Io’s atmosphere and ionosphere is radi-
ally variable as different neutral and plasma species have different radial de-
crease depending on the various chemistry of particular neutrals and ions with
other ions, electrons and photons. The implementation of charge exchange
chemistry between ions and different neutral species as well as between var-

ious ionic species will be probably required to fit the wave observations of
Galileo.
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