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1. INTRODUCTION

High-order Harmonic Generation (HHG) is a source of radiation, in the UV-XUV range, that is becoming
more and more popular. In particular it is a source that can produce ultra-short pulses (down to 67 as [1])
and also gives an access to the structure of the target by the so called tomography technique [2]. The
experimental conditions for obtaining such properties require a precise temporal and frequency control of
the generation.1 Despite the considerable outcome of HHG, the efficiency of the process is quite low and it is
still challenging to use it for probing non-linear processes such as two photon single or double ionization. A
lot of efforts have been dedicated to the improvement of the fluence of HHG by discarding reflecting mirrors
on the path of the XUV beam for example.

The HHG is the result of the interaction of an Infra-Red (IR) laser pulse with an atom and it can be
described as follows: 1 – first ionization occurs and a portion of the electronic wave packet is released in the
continuum 2 – the resulting wave packet gains kinetic energy in the presence of the oscillating laser 3 – part
of the wave packet has a probability to return to in the vicinity of the nucleus and to recombine emitting
a photon linked to the energy surplus gained in the IR laser. A semi-classical model has been introduced
in the 90’s [3, 4] in order to explain this process. Nowadays techniques that can solve outlined problems
(the control of the XUV-beam intensity and temporal-frequency properties) are: i – A way of controlling
the intensity of the HHG beam is to control the diameter of the XUV beam so that by reducing it keeping
its total energy conserved, the intensity will be automatically increased. In the far field region, the problem
reduces only to the control of the divergence of that beam. ii – Regarding the temporal-control problem,
a trending topic is the generation by the mixing of more than one pulse, because it allows for a precise
control of the IR-field in the moment of the XUV-field generation. This technique is called the polarisation
gating when the two pulses with a common fundamental frequency are used.

Referring to these two aspects, this work shows that controlling the IR-pulses-temporal profile allows
for the temporal and frequency control of the XUV and a way of controlling the fluence of the HHG beam
is to control the focus point of this beam. The aim of that master thesis is to study theoretically how to
effectively reduce the divergence of a given harmonic and how to control the time and frequency properties
of the generated harmonics. Both is reached by controlling the IR-field-driven generation process.

The study is based on numerical simulations implementing derived theory. All the simulations are
performed numerically using codes written in FORTRAN90. The simulations can be split in two aspects: i
— The point of view of a single microscopic target is described, this is the microscopic model, the calculated
dipole is then computed. ii – The whole macroscopic medium is treated as an assembly of microscopic
emitters and their radiation is then coherently summed in order to obtain the output field.

This manuscript is organized as follows: 1 – First, the theory for calculating the HHG for a single
microscopic target is described. These calculations are realised assuming that the target can be described
in the Single active electron approximation (SAE), namely the single electron is accounted and plunged in
an average potential taking into account the presence of the nucleus and the other electrons. This theory is
then applied to atomic targets and illustrated by examples. 2 – A special configuration of the IR-field, the
so-called polarisation gating, based on a composition of two counter-rotating elliptical IR-pulses is studied
from the general point of view. The general theory is then used for studying the temporal and frequency
properties of the generated XUV-radiation. 3 – The spatial distribution of a harmonic field generated in
a thin target is resolved in the far-field region. 4 – The results of the work are summarised and they are
placed in a more broader present-day context of HHG physics. 5 – These main parts of the work are followed

1 Time and frequency domains being Fourier-transform related, a control in time also means a control in frequency and
vice-versa.



by the bibliography and several appendices explaining used conventions and mathematical tools in greater
details.

The XUV-spatial-control part of the work is performed in a close relation with experiments that have been
performed in the XUV-HHG group at CELIA on this topic by a Ph.D. student Ludovic Quintard under the
supervision of Eric Constant. Experimentalists have measured spatially resolved harmonics spectra collected
at 3 meters away from the gas jet. A far-field description of the experiments is then in principle correct.
In this work, we will try to interpret the experimental results obtained in order to give more insight to the
physics.

The atomic and SI units are used through all the work. The conventions for the Fourier transform is
explained in Appendix A. All the simulations were made for an 800-nm laser (ω0 = 0.057 a.u.).
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2. GENERAL THEORY OF SINGLE EMITTER RESPONSE–MICROSCOPIC MODEL

The problem to solve is formulated in the introduction above. The UV-XUV radiation is produced during
the interaction of the single microscopic target (an atom or a molecule) with the intense external IR-field.
This chapter gives the mathematical description of the process leading to the induced microscopic dipole.
The generated radiation is then find using the dipole radiation. Most of the HHG features can be explained
using only a single active electron picture. Only the active electron interacts with the field while the rest of
the target stays unchanged. The Hamiltonian of the system under consideration is then split into two parts

Ĥ(t) = Ĥ0 + V̂E(t) , Ĥ0 =
p̂2

2
+ V̂C . (2.1)

Ĥ0 is the field-free Hamiltonian where V̂C is the operator describing the interaction of one electron with nuclei
and the other electrons of the target. It is not influenced by the external field in our model. The external-
field interaction operator is given by V̂E(t) = E(t) · r̂ in the length gauge, where the dipole approximation
has been used.1 In the case of the Hydrogen atom, VC(r) = − 1

r . In the two next section, an approximate
solution of the time-dependent Schrödinger equation (TDSE) will be retrieved and used for calculating the
harmonic spectra.

2.1 HHG in the Strong Field Approximation

In order to solve the TDSE

i∂t |ψ(t)〉 = Ĥ(t) |ψ(t)〉 , (2.2)

the following ansatz 2

|ψ(t)〉 = e−iEgt
(
|g〉+

∫
d3p b(p, t) |p〉

)
, b(p, 0) = 0 , (2.3)

is used as introduced for the first time by Lewenstein [4]. |g〉 is the ground state of Ĥ0, Eg is the lowest
eigenenergy of the Hamiltonian under our consideration and the second term of the wave function is an
expansion of the continuum part on plane waves |p〉. Introducing Eq. (2.3) into Eq. (2.2) leads to

i∂tb(p, t) =

∫
d3p′ b(p′, t) 〈p′|Ĥ0|p〉+ E(t) · d(p) + E(t)

∫
d3p′ b(p′, t) 〈p′|r̂|p〉 − Egb(p, t) , (2.4)

where d(p) = 〈p|r̂|g〉 is the dipole-transition-matrix element between the continuum state |p〉 and the ground
state |g〉. d(p) = 〈p|r̂|g〉 is the p-representation of r̂ |g〉. Thus,

d(p) = i5p ψ̃g(p) , (2.5)

where ψ̃g(p) is the ground-state eigenfunction in the p-representation (see Appendices A.2 and B.5 for details
about different representations). As an example for the Hydrogen atom, the ground state is 〈r|100〉 =

1 The dipole approximation uses only the value of the external field at the position of the nucleus. This is valid if the
wavelength of the field is much larger than the area of the motion of the electron.

2 A problem from the theoretical point of view is that this ansatz violates the wave-function-norm conservation. However
for little ionization, the norm approximately remains all the time.



2e−r Y 0
0 (Ωr). The change of the representation gives 〈p|100〉 = 2

√
2

π
1

(1+p2)2 and its gradient leads to the

final result

d(p) = −i
8
√

2

π

p

(1 + p2)3
, (2.6)

further details about the matrix elements are in Appendix B.6. Using the previous remarks, 〈p′ | r̂ |p〉 can
be analytically calculated and becomes i5p δ(p− p′), where 〈p|p′〉 = δ(p− p′) has been used. Calculating
the matrix element of the kinetic component of the field-free Hamiltonian leads to a similar expression. On
the other hand, calculating 〈p′|V̂C |p〉 does not present any difficulties but it leads to a non-local term. From
the physical point of view this term represents the free-free transitions induced by the Coulomb potential,
or in other words a re-scattering term that is known to be negligible [4]. That is the reason why this term
will be discarded in this work. Equation (2.2) is now reduced to

i∂tb̃(k, t) =

(
(k +A(t))

2

2
− Eg

)
b̃(k, t) + E(t) · d(k +A(t)) , (2.7)

where the change of variables k = p −A(t), b̃(k, t) = b(k +A(t), t) has been used. The electric field E(t)
and the vector potential A(t) are related by the equation E(t) = −∂tA(t). Using the boundary condition
Eq. (2.3), the solution of Eq. (2.7) is

b(p, t) = −i

∫ t

0

(
E(t) · d(qt,t′)

)
e
−i
∫ t
t′

(
q2
t,t′′
2 −Eg

)
dt′′

dt′ , qt,t′ = p+A(t′)−A(t) . (2.8)

Knowing the wave function |ψ(t)〉, one can obtain the dipole d(t) = −〈ψ(t)|r̂|ψ(t)〉.3 Three terms can
be distinguished in the expression of the dipole. The first one is 〈g|r̂|g〉 that is zero for symmetry reasons.
A second one contains 〈p′|r̂|p〉 (primed variables are used in the expansion of 〈ψ(t)|, see Eq. (2.3)) that can
be neglected since it corresponds to a next free-free contribution in the dipole and is known to be small [5].
The remaining part is responsible for the HHG and it is given by∫

d3p b(p, t) 〈g|r̂|p〉 = i

∫ t

0

dt′
∫

d3k
[
E(t′) · d(k +A(t′))e−iS(t′,t,k)

]
d∗(k +A(t)) , (2.9)

S(t′, t,k) =

∫ t

t′

(
(k +A(t′′))2

2
− Eg

)
dt′′ . (2.10)

The dipole can be written in a closed form both in the time and frequency domain,

d(t) = −i

∫ t

0

dt′
∫
R3

d3k
[
E(t′) · d(k +A(t′))e−iS(t′,t,k)

]
d∗(k +A(t)) + c.c. , (2.11)

d̃(ω) = − i√
2π

+∞∫
−∞

(∫ t

0

dt′
∫

d3k
[
E(t′) · d(k +A(t′))ei(ωt−S(t′,t,k))

]
d∗(k +A(t))

)
dt+ c.c. . (2.12)

2.2 General properties of HHG and its spectra

Based on the previous solution,4 the mechanism of HHG can be understood from a simple qualitative
analysis, that is called the three step model. In the first step, the electron is liberated from the atom. It

3 The correspondence between the expected value obtained from the QM and classical result is supposed. This problem is
little bit subtle, especially because the generated field is given by its second derivative. However, the results from our choice
are sufficient for the purposes of this work.

4 This model can be also seen from the purely classical point of view [3]. However, this theory does not predict the probability
of ionization as a function of time.
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propagates during the second step and due to the periodicity of the field, it returns back to the parent ion
accumulating kinetic energy from the field. In the last step, the electron recombines back and the gained
energy is emitted in the form of photons. The emitted radiation is exactly what we are looking for. The
physical interpretations of the quantum description will be discussed in the following sections.

An energy balance in the three step model allows to find the maximal photon energy Ecutoff that can be
reached by this process [3]

Ecutoff ≈ 3.2Up + IP , Up =
IIR
4ω2

0

, (2.13)

IIR is the intensity of the IR-field, ω0 its frequency and IP is the ionization potential of the target.5 For
energies E < Ecutoff , there are two possible electron trajectories that produce a photon corresponding to the
same produced-photon energy E. They are called short- and long-trajectories according to the time spent
in the continuum. However this model does not predict the probability of ionization as a function of time.

Next, we can examine the HHG spectra that is given by the modulus of Eq. (2.12). A typical HHG
spectrum is shown in Fig. 2.1. Three main regions can be distinguished, for the energies below Ip when the
generation is described by perturbation theory. It is followed by the plateau, where the response is almost
constant, up to the cut-off. Above the cut-off, the dipole yield exponentially decreases with frequency.

A next notable issue is the order of generated harmonics. Using a simple analysis of a XUV-field generated
by an infinite fundamental field with a period T0. The generated dipole is periodic and also it has the opposite
sign in the second half-cycle than in the first one, i.e. d(t+T0) = d(t) and d

(
t+ T0

2

)
= −d(t). If one expands

the dipole in the Fourier basis

d(t) =
∑
k∈Z

akei
2πkt
T0 , (2.14)

5 IP = −Eg , both quantities are used, IP has a clear meaning as the energy that is required for ionizing the target while
Eg is the eigenenergy in the quantum formalism.
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]

�  [ a . u . ]

I P

1 3 5 7 9 1 1 1 3 1 5 1 7 1 9 2 1 2 3 2 5 2 7 2 9 3 1 3 3 3 5

Fig. 2.1: A typical spectrum of high harmonics generated in a gas. This result is obtained from a simulation based on
the results from the section 2.3.1. A Hydrogen atom has been used was used as a target with the transition
dipole element (2.6), the peak-electric-field amplitude was E0 = 0.053 a.u. (1014 W · cm−2).
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the even coefficients, a2Z+1, vanish because

ak =
1

T0

∫ T0

0

f(t)e−i
2πkt
T0 f(t) dt =

1

T0

(∫ T0
2

0

f(t)e−i
2πkt
T0 dt+ e−ikπ

∫ T0
2

0

f(t)e−i
2πkt
T0 dt

)
=

=

(
1− e−ikπ

)
T0

∫ T0
2

0

f(t)e−i
2πkt
T0 dt . (2.15)

This is fulfilled for a real physical field except in the plateau in Fig. 2.1. The complicated structure in this
region is caused by an interference of short- and long-trajectories in an enveloped IR-field.

2.3 The Saddle point approximation

Computing Eqs. (2.11) and (2.12) requires the evaluation of a four- and five-dimensional integral, respectively,
which is computationally demanding.

The purpose of this section is to show how to reduce the number of integrals. The general expression
of the integrand is a slowly varying function multiplied by a fast-oscillating complex exponential that is
cancelling out in average but at specific points where the argument of the exponential is stationary: the
so-called Saddle points. The evolution of the integrals using the Saddle points is based on the so-called
Method of steepest descents, [6]. This method will be used firstly only to reduce the k-space integrals and to
eliminate all the integrals then.

2.3.1 The Saddle point approximation in k-space (KSPA)

The phases that are under consideration are the arguments of the exponentials defined in Eqs. (2.11)
and (2.12), i.e. −S(t, t′,k) and Φω(t, t′,k) = ωt − S(t, t′,k). Considering the integration over momenta,
ωt does not play a role and it leads to the following equation for the Saddle points:

5kΦω = −5k S = 0 ⇒ k
(sp)
t,t′ = −

∫ t
t′
A(t′′) dt′′

(t− t′)
. (2.16)

The remaining integrals over temporal variables are performed numerically. The dipole in the temporal
domain is then

d(t) = −2Re i

∫ t

0

[
E(t′) · d(k

(sp)
t,t′ +A(t′))

(
−2πi

(t− t′)

) 3
2

e
−iS(t′,t,k

(sp)

t,t′ )

]
d∗(k

(sp)
t,t′ +A(t)) dt′ , (2.17)

which is a one-dimensional integral that can be evaluated numerically. The latter formulation will be called
KSPA referring to the Saddle points in the k-space. The transformation of the dipole to the frequency
domain is d̃(ω) = F [d(t)] (ω).

A physical interpretation of the equation can be based on the three step model introduced at the beginning
of the section 2.2. The variable t′ can be seen as the time of the release of the active electron. The integral is
then accounting all the contributions of the released electrons to the dipole evaluated in the time t. The terms
in the integrand can be assigned to three processes in the three-step model. The ionisation is represented by

the term E(t′) ·d(k
(sp)
t,t′ +A(t′)), the propagation by

(
−2πi
(t−t′)

) 3
2

e
−iS(t′,t,k

(sp)

t,t′ ), where (t− t′)− 3
2 is the spreading

of the wave packet, and finally the recombination d∗(k
(sp)
t,t′ +A(t)).

2.3.2 The limitations going from the SPA

It seems that there could be a problem when t′ → t because of the term (t − t′)−3/2. In order to treat the
problem, a general statement that

lim
ε→0

∫ ε
0
f(x) dx

ε − f(ξ)

ε
, ξ ∈ {0, ε} , (2.18)
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is finite for a differentiable f is needed. It can be shown elementary. Let us consider ξ = 0. The first mean
value theorem for definite integrals can be used, i.e. ∃α ∈ ]0, 1[:

∫ ε
0
f(x) dx = εf(αε). This leads to

lim
ε→0

∫ ε
0
f(x) dx

ε − f(0)

ε
= α lim

ε→0

f(αε)− f(0)

αε
= αf ′(0) . (2.19)

For a s-type orbital, the divergences are cancelled out by the transition dipole matrix elements, Eq. (2.6).
Taking only the component in the direction of the electric field, one finds

dz(k
(sp)
t,t′ +A(t′))d∗z(k

(sp)
t,t′ +A(t))

(t− t′) 3
2

∼
√
t− t′

 ∫ t
t′ Az(t′′) dt′′

t−t′ −Az(t′)
t− t′

 ∫ t
t′ Az(t′′) dt′′

t−t′ −Az(t)
t− t′

 . (2.20)

This expression is similar to the discussed limit, Eq. (2.18). Exactly the same procedure can be done for the
Gaussian model of the ground state from Appendix B.6.2.1. However, the situation is different for a p-orbital.
The Saddle Point Approximation can be used in that case either, but an extra treatment has to be done.

2.3.3 Dipole generated by a linear field from the p orbital

For the sake of simplicity, the treatment will start with a pz-orbital. The corresponding state is

〈p|210〉 = ψ̃210(p) =
26pz

π(1 + 4p2)3
. (2.21)

The transition-matrix dipole element is then proportional to

∂ψ̃210(p)

∂pz
=

26(1 + 4p2
x + 4p2

y − 20p2
z)

π(1 + 4p2)4
(2.22)

and the corresponding dipole z-component

d(210)
z (t) ∝

∫
dt′
∫

d3k E(t′)
∂ψ̃210(k +A(t′))

∂pz
e−iS(k,t,t′)

(
∂ψ̃∗210(k +A(t))

∂pz

)
. (2.23)

The SPA can not be used directly because of the constant term in the denominator: 1
(1+p2)4 . However, it

could have been used if there had been ψ̃210 instead of ∂pz ψ̃210. It motivates us to apply integration by parts
in the k-space. The result is

d(210)
z (t) ∝ −

∫
dt′
∫

d3k E(t′)

(
∂2ψ̃210(k +A(t′))

∂p2
z

− i
∂S
∂pz

∂ψ210

∂pz

)
e−iS(k,t,t′)ψ̃∗210(k +A(t)) . (2.24)

Now, there is not a problem for the application of the SPA, the term with ∂pzS does not contribute at all,
because it is exactly zero for the stationary momentum. The resting terms contains already treated ψ∗210

and

∂2ψ̃210(p)

∂p2
z

= −
1536pz(3 + 12p2

x + 12p2
y − 20p2

z)

π(1 + 4p2)5
(2.25)

that does not contain a divergent term either. It means that the integral is not divergent any more and the
procedure from the preceding section can be applied.

The generalisation for an arbitrary p-orbital and dipole component is straightforward Following the
previous section, an arbitrary component in the direction xi of the generated dipole is

di(t) ∝ −
∫

dt′
∫

d3k ∂pi(E · 5pψ̃(k +A(t′)))e−iS ψ̃(k +A(t)) , ψ̃ = ψ̃21(−1) + ψ̃210 + ψ̃211 . (2.26)

The first term in the integrand is explicitly

∂pi(E · 5pψ̃(k +A(t′))) = Ex∂pipx ψ̃ + Ey∂pipy ψ̃ + Ez∂pipz ψ̃ . (2.27)

7



0 . 0 0 2 0 . 0 0 4 0 . 0 0 6 0 . 0 0 8 0 . 0 1 0 0 . 0 1 2 0 . 0 1 4 0 . 0 1 6 0 . 0 1 8 0 . 0 2 0 0 . 0 2 2
0 . 0
0 . 5
1 . 0
1 . 5
2 . 0
2 . 5
3 . 0
3 . 5
4 . 0
4 . 5
5 . 0
5 . 5

C u t - o f f� [
rad

]
 R e ( � i

( s h o r t ) )
 R e ( � r

( s h o r t ) )
 R e ( � i

( l o n g ) )
 R e ( � r

( l o n g ) )

I  [ a . u . ]

P l a t e a u

0 . 0 0 2 0 . 0 0 4 0 . 0 0 6 0 . 0 0 8 0 . 0 1 0 0 . 0 1 2 0 . 0 1 4 0 . 0 1 6 0 . 0 1 8 0 . 0 2 0 0 . 0 2 2
- 0 . 6
- 0 . 4
- 0 . 2
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
1 . 2 C u t - o f f

I  [ a . u . ]

� [
rad

]

 I m ( � i
( s h o r t ) )

 I m ( � r
( s h o r t ) )

 I m ( � i
( l o n g ) )

 I m ( � r
( l o n g ) )

P l a t e a u

Fig. 2.2: The ionization and recombination time, expressed in the optical-field phase (φ = tω0), as a function of the
IR-field intensity. The left figure shows its real part while the right one its imaginary part. This simulation
has been done for H35 in Neon.

2.3.4 The Full-Saddle-point approximation (FSPA)

In the section 2.3.1, SPA has been used for the integration over momenta. In this section we will use the
SPA for all variables involved in Eq. (2.12), as presented in [4, 7]. The new set of equations for the Saddle
points is

∂Φω
∂t

= 0 ⇒ ω =
(k +A(tr))

2

2
− Eg , (2.28)

∂Φω
∂t′

= 0 ⇒ Eg =
(k +A(ti))

2

2
, (2.29)

5kΦω = 0 ⇒ k = −
∫ tr
ti
A(t′′) dt′′

(tr − ti)
, (2.30)

These equations have also a deep physical interpretation in the terms of integrals of motion [4]. The equa-
tion (2.28) is clearly attributed to conservation of energy at the recombination time tr. At this time, the
photon energy corresponds to the kinetic energy acquired in the field plus the ionization energy. The equa-
tion (2.30) refers to the conservation of the momentum between ionization (occurring at the time ti) and
recombination. Consequently, this equation also implies that ionization position coordinates r(ti) are the
same as the recombination position coordinates r(tr) since 5kΦω = r(tr)− r(ti) = 0. The equation (2.29)
clearly refers to the ionization process. Since Eg is negative, only a complex time ti can solve Eq. (2.29).6

Consequently all the other variables are also becoming complex. The imaginary part of ti has no classical
equivalent, but it can be understood as a tunnelling time. The real part of ti is associated the actual time of
ionization which occurs close to the field maxima as shown in Fig. 2.2 (the φ-axis is the phase of the field, the
cosine IR-field has been used). The real part of (tr− ti) corresponds to the time spent in the continuum and
two classes of trajectories can be distinguished (the so-called short- and long-trajectories respective short
and long excursion times) as sketched in Fig. 2.2.

Numerical details of how to compute the solution is now presented. The substitution of the solution (2.30)

6 Thus, one needs to define A as a function C→ C and this function has to be holomorphic because of the proper definition
of the complex integration.
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into Eqs. (2.28) and (2.29) leads to a set of equations that can be recast as follows

F (t) = 0 , t = (t1, t2) = (t, t′) ,

F1(t′, t) =
(k +A(t))2

2

∣∣∣∣
k=k

(sp)

t,t′

− Eg − ω ,

F2(t′, t) =
(k +A(t′))2

2

∣∣∣∣
k=k

(sp)

t,t′

− Eg .
(2.31)

In order to solve this set of equations numerically we use the Newton iterative method [8]. The algorithm is
the following

tk+1 = tk − (M(k))−1 · F (tk) , M(k)
ij =

∂Fj(tk)

∂ti
, (2.32)

where t = limn→+∞ tn. A proper choice of the initial condition t0 allows to retrieve the solution within five
to six iterations.
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Fig. 2.3: The expression of the generated dipole in dependence on incident field amplitude. The left figure shows
evolution of the phase, the right one shows evolution of the modulus. Estimated values of parameters are
α1 ≈ 8200 a.u., α2 ≈ 280 a.u. and α3 ≈ 4500 a.u.. This simulation has been done for H35 in Neon. In
atomic units, the intensity is given by I = E2.

The distinction between short- and long-trajectories is completely valid in the plateau (see Fig. 2.2).
In the cut-off region, the short and long-trajectories merge only defining one class of trajectory. Going
continuously from the plateau to the cut-off region by decreasing intensity requires some carefulness. In
particular, if one follows the evolution of the short trajectories as a function of intensity, the imaginary
part of the action will become unphysical and the transition from the plateau to the cut-off needs a special
treatment [9]. Its detail study exceeds the purpose of this work. Thus, we can run our iteration procedure
and validate them a posteriori by substitution into the initial equation.

Once, tr and ti are obtained, one can calculate the dipole for short and long-trajectories. The final result
is being the coherent sum of the two dipole contributions. The dipole for a given trajectory is written

d(ω) ≈ − i√
2π

(
−2πi√
det Φ′′ω

) 5
2 [

E(ti) · d(k
(0)
tr,ti +A(ti))e

iΦω(tr,ti,k
(0)
tr,ti

)
]
d∗(k

(0)
tr,ti +A(tr)) + c.c. , (2.33)

(Φ′′ω)ij =
∂2Φω
∂ξi∂ξj

∣∣∣∣
ξ
(0)
i ,ξ

(0)
j

, ξk ∈ {t, t′, kx, ky, kz} . (2.34)
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Calculating the dipole Eq. (2.12) for various values of the field amplitude E , one obtains the function dω(E)
for a given omega. This expression of the dipole can be written in terms of modulus and phase as given by

(dω)i(E) = |fi(E)|eiΦi(E) (2.35)

for each dipole component i. An illustration of the evolution of the phase and modulus is given in Fig. 2.3
for a linearly polarized field. For low values of intensities a given harmonic (or frequency) lies in the cut-off.
For intensities higher than the cut-off limit defined by Eq. (2.13) the given harmonic enters in the plateau
region.

In the linear-field case, the evolution of the phase as a function of intensity exhibits a linear behaviour
Φ = −αIIR, where IIR is the intensity of the driving field, with different values of α depending on the class
of trajectories. Plotting the dipole modulus as a function of electric field amplitude in log-log scale one can
see that the modulus can be expressed as |d(E)| ∝ |E|qeff . qeff is the same for long and short trajectories but
differs at the cut-off and plateau. In general, the non-zero-dipole component will be written for a given class
class of trajectory and for a given region

dω(E) ∝ |E|qeff e−iαIIR . (2.36)

We can see that Eq. (2.36) is generally a good approximation in the plateau and cut-off.
Finally, the presented result Eq. (2.36) has been found using an infinite field. In a real physical application,

fields with an envelope in time are used. The way how to extend the result for this case is discussed in
Appendix C.
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3. CONTROL OF TIME AND FREQUENCY PROPERTIES OF GENERATED XUV

Aiming at practical applications, it is crucial to control the XUV generation. Generally, one can use two
different ways. The first one is to use optical elements to modify an already-produced field. However,
it is still very difficult to fabricate the optical elements for a XUV region and it is causing losses. The
second possibility is to control directly the generation process. The both aspects–microscopic contribution
from a single emitter and macroscopic one studying the coherent sum of the emitters in whole medium–are
important. We will focus on the single emitter in elliptically polarised laser pulses in this chapter.

3.1 Theory

In the previous chapter, the microscopic response was presented for an arbitrary IR-field and infinite-plane-
wave examples were used for an illustration. Now, the IR-field will be specified with more care. The goal is
to provide the theory for the so-called polarisation gating that is using two delayed counter-rotating elliptical
IR-pulses.

3.1.1 Elliptically polarized field

Before proceeding to the XUV-field, necessary definitions for the IR-field have to be recalled. The field is
described through the vector potential defined byA = (Ax, 0, Az). The electric field is then obtained from the
vector potential by E(t) = −∂tA(t). The axis-notation is motived by the coordinate system of a microscopic
target, where the z-axis is usually the quantization axis of the microscopic target in the direction of the
external field. I.e. the field propagates in the y-direction. Keeping the standard notation for the target is
more convenient than the use of standard notation for the propagation of the IR-field.

We use an intuitive description given by the vector potential A(t) encircling an ellipse which provides an
important insight in our case.1 First, let us study a situation when the major axis of the ellipse coincides
with the z-axis. The light is then defined by

Az(t) =
A0√

1 + ε2
cos (ω0t+ ϕ0) = aε cos (ω0t+ δz) (3.1)

Ax(t) =
A0ε√
1 + ε2

cos
(
ω0t+ p

π

2
+ ϕ0

)
= bε cos (ω0t+ δx) , (3.2)

p ∈ {±1} determines the direction of the circulation, i.e. the sense of the polarization, and the ellipticity ε is
the fraction of the lengths of the major and minor axis. This notation allows a simple connection between
the amplitude, average-electric-field strength and intensity

√
I = E0 =

√〈
E2
〉
T0

=

√〈
(−∂tA)

2
〉
T0

= ω0A0 , T0 =
2π

ω0
. (3.3)

In the next step, any of all the possible states is obtained by a rotation of the ellipse by a given angle θ.
Hence

A′(t) = R2(θ)A(t) . (3.4)

1 From the theoretical point of view, the all possible ellipticity states can be identified with the Ponicaré sphere that shows
a similarity with two-level quantum systems.



The application of Eq. (B.1) gives

A′i(t) = Ai cos (ω0t+ φi) , i ∈ {z, x} , (3.5)

Az =

√
a2
ε cos2(θ) + b2ε sin2(θ) , (3.6)

Ax =

√
a2
ε sin2(θ) + b2ε cos2(θ) , (3.7)

φz = atan2(aε cos(θ) sin(δz)− bε sin(θ) sin(δx), aε cos(θ) cos(δz)− bε sin(θ) cos(δx)) , (3.8)

φx = atan2(aε sin(θ) sin(δz) + bε cos(θ) sin(δx), aε sin(θ) cos(δz) + bε cos(θ) cos(δx)) . (3.9)

Thus, we have found the universal analytic form (3.5) of an arbitrary polarized field. The field is then
completely defined by the six parameters ω0, A0, ε, p, ϕ0 and θ.

3.1.2 Envelope of the field

A laser in a pulse regime is usually used for the HHG. In this case, the radiation is well described by the
product of a fast oscillating harmonic part with a frequency ω0 and a time-and-space dependent envelope.
A realistic model can be reached by the substitution of the constant amplitude A0 by the envelope A0(r, t).
The spatial profile refers to the macroscopic aspect and it will be treated in the following chapter. Considering

the temporal evolution, the envelope is called slowly varying if
∣∣∣∂A0(t)

∂t

∣∣∣� ω0A0(t). If the condition is fulfilled,

the left-hand-side term is neglected. This is called the Slowly varying envelope approximation (SVEA).2 The
sin2-envelope is chosen:

A0(t) =

{
Ã0 sin2(ωct) , if t ∈ [0, Tc]

0 , otherwise
, Tcωc = π , (3.10)

where Ã0 is the peak-envelope amplitude.3

Now, the complete construction of a single IR-pulse is done. Simplifying the notation, the field is defined
by

A(t) =

{
A0 sin2(ωct)a(t, ω0, ε, θ) , if t ∈ [0, Tc]

0 , otherwise
, Tcωc = π , (3.11)

where a is given by (3.5) with the unit amplitude. Finally we have a single pulse fully defined by ω0, ωc,
A0, ε, p, ϕ0 and θ.

3.1.3 Sum of two elliptical fields

The vector potentials of classical fields satisfy the superposition principle, it means that the sum-field of two
fields A1(t) and A2(t) is given by A(t) = A1(t) +A2(t). An example is provided in Fig. 3.1. For all fields
defined by a sin2 envelope, the resulting field is always written as a finite combination of goniometric functions
and all necessary quantities involved in the dipole (e.g.

∫
A2(t) dt) can be still resolved analytically.4 The

spectral components of the resulting field consist the sums and differences of the summed-fields frequencies
and the spectral properties are also modified by the envelopes. Special cases for fields with a common
fundamental frequency ω0 will be treated in the following sections.

2 For example, the possibility to define all quantities in the vector potential instead of the electric field, as it was stated in
the first paragraph of this section, is exactly the case. In our case, the limit for the SVEA use is ∼ 5 fs pulse for an 800-nm

laser (The error for the 5-fs pulse (using the tFWHM = 5 fs, see Eq. (D.2)) is estimated by 2ωc
ω0

=
2λ800 nm arcsin( 1

4 )
πctFWHM

≈ 9%).
3 Our choice is advantageous from the theoretical point of view. The reasons are that there are not difficulties in analytical

calculations such as integrals needed in the following section. From the numerical point of view, the support of the envelope is
finite therefore there are not problems in choosing proper finite grid in time. Regarding the correspondence with experiments,
present-day techniques are still far enough to control the shape of the envelope with such a precision making the small differences
to play a role.

4 Namely, there is no inconvenience in our implementation of the microscopic response.
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Fig. 3.1: The electric field given by the superposition of
two circular pulses. The simulation parameters
are: the delay case ωcτ = π

2
, 10-cycle pulses, ε =

1 and E0 = 0.075 a.u.
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Fig. 3.2: The dipole generated under the polarisation gat-

ing by the field shown in Fig. 3.1. The typi-
cal structure of the XUV-generation can be seen
around the time 800 a.u. on the projection in the
dzt-plane and the electron is not approaching the
nucleus elsewhere.

3.1.4 Two pulses with common ω0 and instantaneous ellipticity

In the case of a common fundamental frequency, the fields are both given by Eq. (3.5), explicitly

A
(i)
j (t) = A(i)

j cos(ω0t+ φ
(i)
j ) , i ∈ {1, 2} , j ∈ {z, x} , (3.12)

i numbers the field and j denotes its components. Using Eq. (B.1), the sum of two elliptical fields without
considering envelopes is an elliptical field,

Aj(t) = A
(1)
j (t) +A

(2)
j (t) = Aj cos(ω0t+ φj) , j ∈ {z, x} . (3.13)

Next, the effects of the fields envelopes that have not been considered yet, are needed to be clarified.

The envelopes are incorporated by the substitution A(i)
j → A

(i)
j (t). Applying the same technique as in the

previous section, we can see that it induces changes Aj → Aj(t) and φj → φj(t). The latter is very important
because it generally introduces a time evolution of the phase shift and this effect has not been presented in
our theory before. But also the effect for the amplitudes is partially new, they are now generally decoupled
for each axis. Furthermore, if the envelopes of the fields A1 and A2 are slowly varying, also the phase shifts
and the each-axis envelopes are slowly varying. In that case, all these parameters can be seen as the defining
quantities of a slowly varying ellipticity throughout the sum-pulse duration.

3.1.5 Instantaneous ellipticity

When the SVEA is applied, the phase shifts and amplitudes can be supposed being constant in the range of
a single optical cycle. Hence, the field has the form

Az = Az cos(ω0t+ ϕz) , (3.14)

Ax = Ax cos(ω0t+ ϕx) . (3.15)

in that range. Recalling the intuitive model of the field vector encircling an ellipse, the encircled ellipse is
given in Cartesian coordinates by

ξA2
z + 2λAxAz + ηA2

x = 1 , (3.16)

13



the only task is to find the defining parameters ξ, η and λ.5 This is reached by comparison of both sides of
the last equation, the result is

ξ =
1

A2
z sin2(∆ϕ)

, η =
1

A2
x sin2(∆ϕ)

, λ =
− cos(∆ϕ)

AxAz sin2(∆ϕ)
, ∆ϕ = ϕz − ϕx . (3.17)

Using analytic geometry [10], one finds the major and minor axis of the ellipse

a′ =

√
2

(ξ + η)−
√

(ξ − η)2 + 4λ2
, b′ =

√
2

(ξ + η) +
√

(ξ − η)2 + 4λ2
, (3.18)

respectively, and also the deviation of the main axis from the z-axis,

θ =


0 , for λ = 0 and ξ < η
π
2 , for λ = 0 and ξ > η
arccot( ξ−η2λ )

2 , for λ 6= 0 and ξ > η
π+arccot( ξ−η2λ )

2 , for λ 6= 0 and ξ < η

. (3.19)

The result ellipticity is given by

ε = min

{
a′

b′
,
b′

a′

}
(3.20)

and all needed quantities are obtained. The final instantaneous quantities are obtained by including time
evolution into Ai and ϕi, i ∈ {z, x}. See attached Mathematica R©worksheet, Appendix F. (Referring the
SVAE assumption, the instantaneousness has to be taken always at least in the range of one optical cycle.)

3.1.6 Polarisation gating

.
Now, the microscopic response can be revisited. Starting with an elliptical IR-field, HHG is known to be

sensitive on the degree of ellipticity of the IR-field. It can be simply reasoned from the intuitive three-step
model, the electron returns to the core and recombines in a linear field while it misses the core due to the
extra-spatial-dimension motion in the elliptical case. The mathematical form of the XUV yield as a function
of the IR-field ellipticity, ε, originating from the quantum model [11] is IXUV ∝ e−βε

2

. The parameter
β increases with the harmonic order. The analysis corresponding to our conditions will be done in the
section 3.2.1.

Furthermore, the previous section answers the question of how to produce a field that is linearly polarized
only for a short interval (and it is elliptical elsewhere) of time where the XUV generation is possible. The
interval where the XUV is produced is the so-called gate. Figures 3.1 and 3.2 illustrate polarisation gating
respectively for the IR electric field and the resulting dipole.

Now, the formal definition is provided, the notation follows definitions in the vector potential following
the previous sections. The field is in that case a sum of two oppositely elliptically polarized fields,

A(t) = A	(t) +A�(t) = A0(A	(t) + sA�(t)) , (3.21)

the fields on the right-hand side of the equation are defined by formulae (3.11), the polarization state is
determined by the identification 	 and � with p ∈ {±1}. The definition of the polarisation gating is
a common frequency ω0 for both fields. Next parameters that are common in our particular case are ωc, ε
and θ that has opposite sign for each of the fields. The resting parameter is the delay τ . The second form is
obtained by the identification A0 = A0,	 and s =

A0,�

A0,	
and it is useful when polarisation-gating properties

will be studied as a function of s (see Fig. 3.11 for an example of pulses with a different peak amplitude.).
In the following sections, special conditions and properties of the XUV generation in the polarisation gating
regime will be treated.

5 In fact, it is only the inverse procedure to the elliptical field construction presented in the section 3.1.1.
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Fig. 3.3: The two special cases: gate-axis components (solid lines), sum-of-both-axis intensities (dash lines) and
corresponding ellipticities. E0 = 1 is chosen as the common parameter of both plots. We can see that the
gate-intensity is twice higher for the second case, however the gate is broader.

3.1.7 Efficiency of polarisation gating, two special cases

Now, the potency of the polarisation gating as a function of the delay τ need to be investigated. Basically,
there are two effects to optimise. First, the efficiency of the generation is reached by maximising the intensity
inside the gate, i.e. decreasing τ .6 On the other hand, the delay τ is longer, a sharper ellipticity peak one
has, i.e. the effectiveness of the polarisation gating increases as the gate becomes shorter. The task is to find
an optimum between the two effects. It should be additionally noted, that the gate duration is relative to
the pulse duration and the second property can be also optimised by the pulse shortening.

For the purposes of this work, two concrete values of τ have been chosen. The fist one is given by the
condition that the amplitude of the z-component of the IR-field is a constant for ωct ∈ [ωcτ, π], it leads to
τ = π

2ωc
. The second one is found from the condition that the total field intensity I = E2 is almost flat. We

have identified the value ωcτ ≈ 1.09. These choices are illustrated in Fig. 3.3, there are shown normalized
values of: total intensity I, its gate-major-axis component Iz and ellipticity, for each of the delays. For later
references, these two delays are called as:

ωcτ =

{
π
2 , the long-pulse delay

1.09 , the short-pulse delay
. (3.22)

The chosen values can be also taken as representatives of the cases when the global-field maxima are
reached far from the gate or near the gate, respectively. Furthermore, it is clear that the cut-off frequency
as defined by Eq. (2.13) is pulse-duration independent while the delay is defined relatively to the envelope
as it has been done in this work.

6 One has the factor sin4(ωct0) as will be shown in the Result section, Eq. (2.13). However, for τ = 0 the field is linear and
there is no gating at all.
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3.2 Results

In this section, the results about the polarisation gating based on KSPA simulations for Hydrogen target are
discussed. First, the principle of the polarisation gating is studied looking at harmonic generation by elliptical
IR-fields. Then, the cut-off law using the polarisation gating is investigated. Next, we focus on a spectral
feature that appears when the polarisation gating is involved in HHG. As it was shown in Fig. 2.1, harmonic
spectra look blurry in the plateau region. In this work we will show that the use of the polarisation gating
may clear out the harmonics spectra in this region. We will also study more carefully physical mechanisms
leading to the spectral structure. Finally, the XUV-frequency control using the pulse-amplitude asymmetry
is presented. From the experimental point of view the polarisation gating is obtained by using one circularly
polarised IR pulse and its temporally delayed counter-rotating replica. For our study, the same configuration
will be used. The variable that will be used is the amplitude of the replica as compared to the main pulse.
The ratio between the main-pulse and the replica amplitudes is noted s.

Needed to mention, θ is always set to zero for both pulses (see Eq. (3.4)).

3.2.1 HHG in elliptical fields

We have applied the KSPA approximation and we have obtained the yield-ellipticity dependence shown in

Fig. 3.4. The yield for a given harmonic q0 is defined by η(ε, q0) = EXUV(ε,q0)
EXUV(ε=0,q0) , where

EXUV(ε, q0) =

∫ q0+1

q0−1

IXUV(ε, q) dq (3.23)

is used to retrieve the spectral contribution to the given harmonic q0. The major- and minor-axis contribu-
tions are summed but Fig. 3.5 proves that the minor-axis contribution is negligible. The simulations have
been performed for 10- and 20-cycle pulses (they are denoted by N specifying the number of cycles). The

expected exponential dependence is fitted by e−β
(N)
q ε2 , x denotes the pulse duration and q the harmonic

order. Several issues should be emphasised in the results.
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Fig. 3.4: The XUV yield for several harmonics compared
with the theoretical forms f
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correspond to the harmonics in Fig. 3.4.
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First, let us look at the expected decrease e−βε
2

. It is definitely obeyed better by the short-pulse yields.
It may look surprising, that results for a short pulse correspond better to the theory developed for an infinite-
plane-wave IR-field than long-pulse ones. However in the short-pulse case, all the harmonics are generated
in the same regime for a very short pulse while they traverse through different regions because the IR-field
envelope spans a larger field amplitude range in the generating region for a long pulse. In conclusion, it
shows that very short pulses can be closer to an infinite-plane-wave theory than longer ones in particular
cases.

In addition, the yield is both N - and q-dependent. The results confirm that β increases with the harmonic

order. Next, the dependence of β on the pulse duration is not so clear, e.g. for the H21 β
(20)
21 > β

(10)
21 while

for H15 β
(20)
15 < β

(10)
15 and they are both in the plateau region.

In summary, the expected exponential XUV-yield dependence on the IR-field ellipticity, ε, has been
proven. In particular, increasing ε can effectively prevent from the XUV generation. This is exactly the
property leading to the polarisation gating as mentioned in the section 3.1.6. The polarisation gating will
be now investigated more in detail.

3.2.2 Polarisation gating: Cut-off law

One of the most important characteristics of the XUV spectrum is its cut-off. The larger, the shorter XUV
pulses can be produced. It is given by Ecutoff = IP +3.17 ·Up for a linear field. Now, we will estimate the cut-
off using the polarisation gating. A symmetrical case of two counter-rotating elliptical fields is considered.
In addition, the axis where the linearity of the IR field is reached is set on the major axis of the ellipse.7

The field is written

Az(t) =
A0√

1 + ε2

[
sin2(ωct) + sin2(ωc(t− τ))

]
cos(ω0t) , Ax(t) =

εA0√
1 + ε2

[
sin2(ωct)− sin2(ωc(t− τ))

]
sin(ω0t) .

(3.24)

This expression allows to find the time t0 when A(t0) is linearly polarized. This time is given by the root of
the x-component envelope. This condition has a solution obtained by solving

sin2(ωct) = sin2(ωc(t− τ)) ⇒ t0 =
τ + π

ωc

2
. (3.25)

The linear component of the IR-field is then Az(t) = 2A0√
1+ε2

sin2(ωct0) cos(ω0t), (the SVEA fulfilment is

assumed). Applying the cut-off law for this vector-potential amplitude, the polarisation-gating cut-off is

Ecutoff = IP + 3.17 ·A2
0

sin4(ωct0)

1 + ε2
= IP + 3.17 ·

(
4 sin4(ωct0)

1 + ε2

)
Ũp , (3.26)

where Ũp =
A2

0

4 is the ponderomotive energy at the maximum of each IR-pulse.8

Our derivation lies on a very simple idea that the XUV-radiation is generated only in the gate, when
the field is linear. However this is not true in all cases. E.g. the intensity in the gate as a function of the
delay is either higher or lower then the global maximum or maxima of the field. It may cause that the XUV
generation is non-negligible outside the gate for low ellipticities.

The proposed cut-off law has been investigated using KSPA-based simulations. Its validity as a function
of the electric-field amplitude and ellipticity is shown respectively in Figs. 3.6 and 3.7. One can see that
Eq. (3.26) estimates qualitatively well the cut-off position.

Let us discuss closer the cases where the cut-off law, Eq. (3.26), could fail. Needed to emphasise, it is
connected with a XUV production outside the gate or its cancellation thus it also limits the utility of the
polarisation gating itself. This is reached when the gate-intensity is too low (a long pulse delay) and the

7 It means that the phase shifts of both fundamental fields are the same. Their possible mismatch causes angular deviation of
the resulting field. This is particularly important for non-circular pulses. If the gate is reached on the minor axis, the sum-fields
amplitude is ε-times lower, i.e. the intensity is ε2-times lower, then if it is reached on the major one.

8 It means that Ũp does not have a strictly connected sense in terms of local field in t0, but with the defining parameter A0.

17



generation outside the gate is non-negligible even in an elliptical field. Equivalently, the small values of the
ellipticity parameter ε leads to the same result under similar conditions. Thereafter, the importance of the
CEP-phase difference has to be reminded, it controls only the deviation angle of the gate for circular pulses.
However, it can lead to gate on the minor axis for elliptical pulses and thus prevents XUV generation (the
intensity corresponding to the gate reached on minor axis is ε2-lower than if it is reached on the major one).
This effect is illustrated in Fig. 3.8.

Fig. 3.6: The XUV-yield in the polarisation gating set-
up. The white dashed line shows expected cut-
off (3.26) as a function of |E0|. The simulation
has been done done for the delay ωcτ = π

2
, 20-

cycle pulses and ε = 1.

Fig. 3.7: The XUV-yield in the polarisation gating set-
up. The white dashed line shows expected cut-
off (3.26) as a function of ε. The purified spec-
trum can be observed around ε = 1. The
simulation has been done done for the delay
ωcτ = 1.09, 20-cycle pulses and E0 = 0.075 a.u.

Fig. 3.8: These plots show two limit cases of the resulting field obtained by the superposition of two delayed elliptical
counter-rotating pulses. The left plot shows the gate reached on the minor axis of the ellipse while the
right plot shows the gate reached on the major axis. The fields are chosen the following way: Az(t) =
a(∓)(t)√

1+ε2
cos(ω0t), Ax(t) = εa(±)(t)√

1+ε2
sin(ω0t), the envelope a(−) in Az is used for the left plot and it is defined

by a(±)(t) = A0[sin2(ωct)± sin2(ωc(t− τ))]. The field parameters are E0 = 0.075 a.u., 10-cycle pulses, ε = 1
2

and the delay is 5 cycles.
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Fig. 3.9: The spectrum generated using the polarisation
gating for ε = 1, showing that harmonics q ∈
[23, 35] are in the plateau.

Fig. 3.10: The Gabor analysis of the spectrum shown in
Fig. 3.9. It represents generated XUV-photon
energy in the terms of the harmonic order q as
a function of normalised time t = t

T0
, where

T0 = 2π
ω0

. The trajectory classes can be easily
identified in the figure. There is also the solution
originating from the FSPA (black dashed line)
obtained from the plane-wave-based simulation.
White lines shows the position of H29.

3.2.3 Polarisation gating: Plateau purification

There is another notable property emerging from Fig. 3.7. Focusing in the region of harmonics q ∈ [23, 25] and
ellipticity ε in the vicinity of one. The harmonics are well separated also in the discussed region while they
are usually merged in all the plateau range in SFA simulations (see the spectrum in Fig. 2.1). This property
will be called the plateau purification. Before starting further analysis, we verify that these harmonics are
really in the plateau, as presented in Fig. 3.9.

A further analysis is provided by the so-called Gabor transform, which resolve frequencies generated by
the dipole as functions of time (see Appendix E), that is given in Fig. 3.10. In fact, high response corresponds
to times when the given spectral component is born. These times have exactly the same meaning as the
recombination times in the FSPA that are also traced in Fig. 3.10 by the black dashed lines. Let us focus on
the situation around H29 in the purified region. According to the Gabor transform, this harmonic is generated
always in the plateau regime. The generation on the edges of the plot is suppressed by the ellipticity, it means
H29 is generated only by the field with flat amplitude envelope, especially it is never generated efficiently in
the cut-off regime. This is the difference between the polarisation-gating and single-linear-pulse generation
and it is the origin of the purification.
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Fig. 3.11: Three examples of the gate-axis electric fields for different values of s̃ parameters. The grey line shows

symmetrical case with s̃ = 1, the red line s̃ = 0.6 and the green line s̃ = 1.4. Corresponding configurations
defined by s are respectively: s = 1; s = 0.6, E1 > E2 and s = 0.6, E1 < E2.

3.2.4 XUV-frequency shift induced by temporal evolution of IR-intensity

Finally, a practical application of the polarisation gating can be discussed. One of the important goals of the
HHG is to control the XUV frequency. For the derivation purposes, let us assume that the XUV-phase-shift
temporal control is available. It allows us to write the complete phase and instantaneous frequency for
a given harmonic q, i.e.

φq(t) = qω0t+ ϕq(t) ⇒ ωq(t) =
∂φq(t)

∂t
= qω0 +

∂ϕq(t)

∂t
. (3.27)

The fundamental frequency, qω0, is now modified by the factor ∂tϕq(t). Recalling Eq. (2.36), the XUV phase
shift, ϕq, depends linearly on the IR-intensity. Allowing its variation in time, the last term in Eq. (3.27)
reads

∂ϕq(t)

∂t
= αq

dIIR(t)

dt
. (3.28)

The estimation of αq is provided by the microscopic response (2.36). The last question is the way to control
the temporal profile of the intensity, IIR(t), in the gate. The discussed possibility is being the peak-electric-
field asymmetry between the pulses, i.e. the variation of the s parameter.

3.2.5 Polarisation gating: control of the generated frequency

A theoretical prediction of the frequency-shift s-dependence is obtained by the estimation of the IR-field-
intensity variation. Next, the analytic form of the IR-field is chosen in the symmetrical case, s = 1, as

Ez(t) =
1√
2

(
E1 sin2(ωct) + E2 sin2(ωc(t− τ))

)
cos(ω0t) , (3.29)
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the shift law will be studied as a function of s = min
{
E1
E2 ,
E2
E1

}
and E0 = max{E1, E2}.9 The physical meaning

of these new variables is clear, E0 is the electric-field amplitude at the peak of the most intense pulse, the
second pulse amplitude is then decreased by the factor s. The case when E1 > E2 is presented in the following.
The opposite situation is analogous.

In the vicinity of the gate, where t = t0, the x-electric-field component is negligible and the intensity is
given only by its z-component,

Iz(t) =
E2

0

2

(
sin2(ωct) + s sin2(ωc(t− τ))

)2
, (3.30)

dIz(t)

dt
= ωcE2

0

(
sin2(ωct) + s sin2(ωc(t− τ))

)
(sin(2ωct) + s sin(2ωc(t− τ))) . (3.31)

The slope of the intensity is then estimated by the evaluation of dIz(t)
dt

∣∣∣
t=t0

. The first order in s in the

vicinity of the symmetrical case (s = 1) gives

dIz(t)

dt
≈

{
3
2E

2
0ωc(s− 1) , for ωcτ = π

2

1.345 · E2
0ωc(s− 1) , for ωcτ = 1.09

, (3.32)

where two special pulse-delays from the section 3.1.7 have been used. One can see the result is also determined
by the values of E0 and ωc. Considering ωc ∝ 1

Tc
(where Tc is the pulse duration), the slope is controlled by

changing the pulse duration. Similarly, it is modified by the peak IR-field intensity IIR = E2
0 .

Performing the same calculation for E2 > E1, one obtains only the opposite sign. For practical purposes,
these two cases can be connected by the definition of

s̃ =

{
(s− 1) , for E1 > E2
(2− s) , for E1 < E2

. (3.33)

All the situations where two pulses are presented are then described by s̃ ∈ ]0, 2[. The practical example of
the definition of s̃ is given in Fig. 3.11.

9 In agreement with the SVEA, the notation has been adapted for E(t) instead of A(t).
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Fig. 3.12: The frequency shifts as functions of s̃ values. The right figure shows results from 20-cycle-pulse and short-
pulse-delay simulation and the right one 10-cycle-pulse and long-pulse-delay simulation (as defined by
Eq. (3.22)). The dash-dot line shows the short-trajectory contribution in the region, where the distinction
of the trajectory class is meaningful. The values of αq are in atomic units (computed for the intensities

for which s̃ = 1): α
(short)
19 = 1200, α

(long)
19 = 7100, α21 = 6000, α23 = 4800, α25 = 4500, α27 = 4400,

α
(short)
33 = 2100, α

(long)
33 = 6300, α35 = 5700, α37 = 4700, α39 = 4500, α41 = 4400, α43 = 4400. These

values have been found by the procedure described in the section 2.3.4. The simulation has been done for
E0 = 0.075 au and the Hydrogen atom.

3.2.6 Polarisation gating: numerical simulations on on the generated-frequency control

The presented mechanism leading to the frequency control will be now studied by numerical simulations.
The results are summarised in Fig. 3.12. They compare the simple analytical model, Eq. (3.32), with
spectra obtained by the KSPA-based simulations. These two methods agree well in the cut-off regions. Two
trajectory classes are occurring in the plateau. However, the value of the α coefficient is different for each of
them, thus clear shifts are not reached in the plateau and this region is not investigated for our purposes.
Because both simulations are done for different pulse delays, which means also different gate intensity, the
role of the factor ωcE2

0 is also verified.
Finally, we have shown that the proposed mechanism can be a way to control the frequency of the

generated harmonics.

3.3 Conclusion on the temporal-control model

Firstly, basic characteristics of the polarisation gating have been investigated and the proposed cut-off law,
Eq. (3.26), has been verified. The original idea of the polarisation gating lies on the study of HHG in elliptical
fields that had been precedently discussed in the section 3.2.1. Next, an example of a more-advanced-PG
application has been shown–the way of the XUV-frequency control. This shows that our model is able to
provide an advanced study of the microscopic response.

In addition, we have seen the Gabor transform may be a very useful for investigating details about the
XUV generation process.
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4. SPATIAL-PROFILE CONTROL–MACROSCOPIC MODEL

The macroscopic aspects of HHG will be investigated in this chapter. This part of the HHG theory studies
the macroscopic XUV field found by summing all the microscopic responses in a generating medium. In
general, it demands for: 1–computing the propagation of the IR-field in the medium, 2–the microscopic
response is calculated in every point in the medium, 3–the responses are the source terms for propagation
equations describing the XUV-field. It is difficult to include all these steps for an arbitrary medium and
IR-field.

Our work is inspired by the experimental observations that were made at the CELIA laboratory in 2016.
The HHG in a thin target was studied as a function of the target position with respect to the focus of the
IR-beam. The schematic of this experiment is presented in Fig. 4.1. We will try to make a model based on
this special configuration that simplifies the general procedure described in the paragraph above.1

grating

spectral filter

Spatially resolved
harmonic spectra

gas jet

IR beamHHG

Fig. 4.1: The experimental schematic. The IR-beam on the right side passes through a gas jet that is represented by
the semi-transparent cone. The harmonic beam is generated there and both beams propagates together since
the spectral filter (the grey plate) that absorbs the IR-radiation. Next, individual harmonics are separated
from the harmonic beam on the grating and they are scattered on the observational screen. The author
kindly thanks Fabrice Catoire for the figure.

1 Concretely, it will be shown that the thin target allows to contract its longitudinal dimension and most features are
explained only considering it as a radiating plane. The longitudinal problem for thick targets is still a very challenging one
nowadays. It is especially the case for growing laser facilities such as ELI-Beamlines and ELI-ALPS. This problem is called the
longitudinal phase-matching. One case is the perfect phase-matching if all the microscopic responses contribute with the same
phase and thus interfere constructively in the best possible way. It is called the quasi-phase-matching if they just interfere
constructively. This issue is not treated in this work at all. An overview is provided in the References [12, 13, 14, 15, 16].



The organisation of this chapter is the following: the theory needed to explain the phenomenon is intro-
duced. Next, created mathematical models are presented and their results are compared with experimental
data.

4.1 Theoretical description

In this section we present how the modelling of the spatial evolution of HHG is performed. This evolution
is imposed by the macroscopic properties of the IR-field which has to be specified. The IR-laser beam is
described by a Gaussian beam. The defining parameters are the pulse duration τ , the beam waist at focus w0

and the peak-electric field amplitude E0. We use the standard notation for the envelope

E(0)
IR (r, t) = E0(t)

w0

w(z)
e

(
ik

2R(z)
− 1
w2(z)

)
ρ2−iφG(z)

,

w(z) = w0

√
1 +

(
z

zR

)2

, R(z) = z +
z2
R

z
,

φG(z) = arctan

(
z

zR

)
, zR =

πw2
0

λ
,

(4.1)

k is the wave-number, E0(t) is the envelope in time. The full field is then by EIR(r, t) = E(0)
IR (r, t)e−i(ω0t−kz).2

An example of a Gaussian-beam-waist evolution as a function of z is provided in Fig. 4.2. An important beam
characteristic is the Rayleigh length, zR, where the intensity, I, reaches one half of the maximal intensity,
the waist of the beam is

√
2w0 there and the radius of curvature, R(zR), is minimal.

The origin of the coordinate system is chosen as the focus of the beam. A gas jet considered as a thin
target is placed at z0 with respect to the focus point of the IR-beam. The IR-laser beam is interacting with
the gas jet and generates harmonics that are analysed on a screen placed at a distance D from the thin
target. The next step is to account for the spatial distribution of the generated harmonic field.
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Fig. 4.2: The left figure shows a general Gaussian beam. An important characteristic is the Rayleigh length, where
w(zR) =

√
2w0, and the curvature reaches its maximum. The left figure shows the harmonic beam in the

case where the right-hand side of Eq. (4.17) is zero in z0. The divergence of the generated field is smaller in
that configuration.

2 Only a linearly polarised field is considered in this section. But there is no difficulty in adding a polarised light using the
same procedure as in the previous chapter.
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4.1.1 HHG in thin media

Having introduced all the theoretical tools for the XUV generation from the microscopical point of view
in the chapter 2, the free-space propagation of the XUV field is the next step. The description directly
follows [17] and references therein. The generated XUV field is given by (see [18], Eq. (9.3))

Eg(ω, r′) = (k(0)
ω )2

∫
∆T

eikω‖r−r
′‖

‖r − r′‖
P (ω, r) d3x , P (ω, r) = 2N0(r)dω(r)e−i

ω
ω0
ϕIR(r) , (4.2)

where ω0 is the frequency of the fundamental field, ϕIR is the spatial distribution of the IR-phase, N0 the
density of the gas and ∆T is the volume defined by the interaction region. dω(r) is the elementary dipole in
the frequency domain as defined by Eq. (2.12). The dipole is computed for a single active electron, however,
there are two in the valence orbital of the target under our consideration. The generation is supposed to
be weak enough so that both fields can be taken independently and it gives the factor 2 in the expression
for P . Due to the cylindrical symmetry of the IR-beam spatial distribution, we will be using also cylindrical
coordinates (ρ, θ, z). The notation is chosen in the following way: primed coordinates describe points on
the observation screen and the unprimed ones in the target. Since the distance between the screen and the
interaction region is large (|x− x′| and |y− y′| are much smaller than |z − z′| in Cartesian coordinates), the
norm can be approximated:

‖r − r′‖ =
√

(x− x′)2 + (y − y′)2 + (z − z′)2 = |z − z′|

√
1 +

(x− x′)2 + (y − y′)2

(z − z′)2
≈

≈ |z − z′|
(

1 +
(x− x′)2 + (y − y′)2

2(z − z′)2

)
. (4.3)

The problem is cylindrically symmetric. The coordinate system can be chosen in order to have r′ = (ρ′, 0, z′)
and r = (ρ cos θ, ρ sin θ, z), components are in the Cartesian coordinates. In these coordinates, the norm is3

‖r − r′‖ ≈ z′ − z +
2ρρ′ cos θ

z′ − z
− (ρ′)

2
+ ρ2

2(z′ − z)
. (4.4)

Then, the term ρ2

2(z′−z) is discarded because also the radial dimension of the source is much smaller than its

distance from the observation plane. However the same is not true for ρ′. This is exactly the Fraunhofer
diffraction used for finding the field in the far-field region, see [19]. The exponential is then

eikω‖r−r
′‖ ≈ eikω(z′−z)e−ikω

(ρ′)2
z′−z ei

kωρρ
′ cos θ

z′−z . (4.5)

Inserting this expansion, using also the expansion in the zeroth order in the denominators and assuming thin
target, i.e. (z′ − z) = D, the generated field is

Eg(r′) ≈
eikωz

′
ei
kω(ρ′)2

D (k
(0)
ω )2

D

∫
∆T

e−ikωzP (ω, r)ei
kωrr

′ cos θ
D ρdθ dρ dz . (4.6)

The polarisation of the medium P is cylindrically symmetric and thus θ-independent, i.e. P (ω, r) = P (ω, ρ, z).
Assuming moreover a thin medium and uniform gas density N0, the evolution of the elementary dipole, dω,

as a function of z is negligible and the polarisation is then P = 2N0dω(ρ)ei(k
(0)
ω z− ω

ω0
ϕIR(z,r)). Using the

Gaussian beam, Eq. (4.1), the IR-phase,

ϕIR(ρ, z) = ϕ⊥IR(ρ, z) + ϕ
‖
IR(z) ,

ϕ⊥IR(ρ, z) =
k0ρ

2

2R(z)

ϕ
‖
IR(z) = φG(z)

, (4.7)

3 The observation plane is placed in the direction of the z-axis in our coordinate system, i.e. z′ > z.
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is decomposed to its longitudinal, ϕ
‖
IR, and radial component, ϕ⊥IR. Under our conditions, the evolution in z

of ϕ⊥IR is negligible and it can be approximated by ϕ⊥IR(ρ, z0) where z0 is the position of the target. See [17]
for a detailed discussion. Next, the integral over θ in Eq. (4.6) can be carried out using Eq. (B.11). Finally,
the generated field is given by

Eg(ρ′) ≈
4πN0ei

kω(ρ′)2
D eikωz

′
(k

(0)
ω )2

D

∫
∆

(z)
T

e
i
(

∆kωz+
ω
ω0
ϕ
‖
IR(z)

)
dz ·

∫
∆

(r)
T

dω(ρ)e−i
ω
ω0
ϕ⊥IR(ρ,z0)J0

(
kωρρ

′

D

)
ρdρ =

= P(ω,∆T, D)

+∞∫
0

dω(ρ)e−i
ω
ω0
ϕ⊥IR(ρ,z0)J0

(
kωρρ

′

D

)
ρdρ , (4.8)

where J0 is the Bessel function of the first kind, ∆kω = k
(0)
ω (n − 1) with n being the index of refraction of

the medium at frequency ω. The separation in the radial and longitudinal component allows to define the
pre-factor P, accounting for longitudinal phase-matching, that has no influence on the spatial distribution

of a given harmonic on the observation screen. ∆
(z)
T and ∆

(ρ)
T stand for longitudinal and radial dimension,

respectively, of the target ∆T. The model uses
∥∥∥∆

(ρ)
T

∥∥∥ = +∞, but the limit of radial integration does not

play role if the driving beam is smaller than the target. Then, the integral is nothing but the zeroth order
Hankel transform of P (see Eq. (B.10)). The thinness of the target is compared with the parameters of the

beam, namely the longitudinal dimension of the target of the target is
∥∥∥∆

(z)
T

∥∥∥� zR.

Having the elementary dipoles computed for each value of the field amplitude E , i.e. dω = dω(E). The
integration over r is strictly equivalent to integrate over values of the electric field since for a Gaussian beam
E(ρ) = E0e−ζρ

2

. A simple transformation of Eq. (4.8) leads to

Eg(ρ′) = P(ω,∆T, D)

∫ E0
0

N0

ζ
dω(E)e−i

ω
ω0
ϕIR(r(E),z0)J0

(
kωρ

′ρ(E)

D

)
dE
E
, ρ(E) =

√
1

ζ
ln

(
E0
E

)
. (4.9)

Let us consider a simplified case where the dipole dω = dω(q, E0) can be expressed analytically using
Eq. (2.36) for a given harmonic order q. This formula has been obtained assuming a constant infinite envelope
in time. Assuming a diabatic evolution of the dipole with the envelope, i.e. the envelope varies slowly enough
that the dipole as a function of the amplitude follows the envelope and the response in every cycle can be
taken as the response for a field with the same constant constant amplitude. The time-dependent dipole
becomes d = d(q, E0(t)) for the given harmonic order q and class of trajectory. The frequency dependence of
this dipole is then obtained by

dω ∝
+∞∫
−∞

eiωtd(q; E0(t)) dt , (4.10)

see Appendix C. It has to be noticed that ω is defined for values centred on the harmonic order. The spatial
distribution of the corresponding harmonic field is obtained by calculating Eq. (4.8).

An advantage of this method is that it distinguishes far-field contributions from different trajectories and
thus we can obtain an insight into physical processes. However, a completely coherent solution is prevented
by the inapplicability of the full SPA in the intermediate region between the cut-off and plateau region. The
dipole d(q; E0(t)) as a function of t always goes through the intermediate region if the studied harmonic q is
generated in the plateau in the maximum of E0(t). This is usually the case interesting for applications. One
can try to construct a model anyway by a smooth connection of valid solutions. This issue will be discussed
in the Result section.

26



4.1.2 Gaussian model of the high harmonics spatial distribution

Complementary to the previous model. A qualitative analysis of the phenomenon will be done using Gaussian
beams for both the IR and generated field. First, a general theory of the propagation of Gaussian beams
will be introduced and applied to our problem then.

4.1.2.1 The ABCD propagation of Gaussian beams

A full information about a Gaussian beam in one plane perpendicular to its propagation direction at the
point z can be obtained from the complex parameter Q [20],4 that is defined by

1

Qz
=

1

R(z)
− i

λ

πw2(z)
. (4.11)

R is the radius of curvature of the beam wavefront, w is the beam waist, i.e. the radius where the intensity
is equal to 1

e2 of the on-axis intensity. The advantage of this formalism is that the evolution of Q from an

initial state, Q(i), to a final state, Q(f), is given by

Q(f) =
AQ(i) +B

CQ(i) +D
(4.12)

for a linear optical system described by the matrix (A B
C D ). The indices i and f denote the initial and final

values, respectively. The free propagation matrix is ( 1 d
0 1 ), where d is the propagation distance. We find

the formula

Qz0+d = Qz0 + d (4.13)

for propagation from z0 to z0 + d.
As stated above, a Gaussian beam is fully defined by the parameter Qz0 at a given point z0 (Eq. (4.11)).

For the analysis, the parameters of the Gaussian beam (w0, zR and the position of the focal point) are
needed. Using Eqs. (4.11) and (4.13), one obtains

w2(z0 + d) =
π2w4(z0) (R(z0) + d)

2
+ d2λ2R2(z0)

π2R2(z0)w2(z0)
. (4.14)

The minimization of that function with respect to d gives the focal point in the position z0 + df . Next, we
use the definition of the Gaussian beam, Eq. (4.1), and we find the waist and Rayleigh length. All these
results are

df = − R(z0)

1 +
(
λR(z0)
πw2(z0)

)2 , w2
0 = w2

0(z0 + df ) =
w2(z0)

1 +
(
πw2(z0)
λR(z0)

)2 , zR =
πλR2(z0)w2(z0)

λ2R2(z0) + π2w4(z0)
. (4.15)

4.1.2.2 The generated field as a Gaussian beam

The qualitative insight into the origin of the spatial distribution can be obtained from the theory of Gaussian-
beam propagation and from Eq. (2.36). We are analysing the generated field for a given harmonic order q. Let
us look at the radial distribution of the field modulus and phase, that defines the beam radius and curvature,
respectively. The field modulus follows the law |Eq| ∝ |EIR|qeff , thus the beam waist of the harmonic q is
wq(z0) = w(z0)/

√
2qeff . The spatial distribution of the phase is the sum of the IR-beam phase and the

additional intensity dependent phase (−αIIR). The intensity distribution in the first order expansion is

IIR(ρ) =

(
w0

w(z0)

)2

I0e
− 2ρ2

w2(z0) ≈
(

w0

w(z0)

)2

I0 −
2w2

0I0ρ
2

w4(z0)
, (4.16)

4 We denote the parameter by the calligraphic Q because we already use q for the harmonic order.
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the intensity profile has been obtained from Eq. (4.1). Substituting this expansion in Eq. (2.36) and adding
the IR-beam phase, we find the effective curvature, Rq, of the harmonic q as a solution of

kqρ
2

2Rq(z0)
=

kqρ
2

2R(z0)
− αIIR(ρ) ≈ kq

2

(
1

R(z0)
+

4αw2
0I0

kqw4(z0)

)
ρ2 ⇒ 1

Rq(z0)
≈ 1

R(z0)
+

4αw2
0I0

kqw4(z0)
. (4.17)

Finally, the waist, wq, of the harmonic q is found inserting the proper curvature and waist in Eq. (4.14):

w2
q(z0 + d) =

π2w4
q(z0) (Rq(z0) + d)

2
+ d2λ2

qR
2
q(z0)

π2R2
q(z0)w2

q(z0)
, (4.18)

where λq and Rq are the wavelength of the harmonic field and radius of curvature respectively and d is the
distance from the studied plane.

The physics coming from that model, so as an analytical implementation in Mathematica R© and compar-
ison with experiments will be discussed in the result section 4.2.1.

Fig. 4.3: The experimental results of the spatial distribution of the harmonic 41 generated in a thin target. The
graph represents normalised spot-sizes (the y-axis represents spatial coordinate on the screen in mm) as
a function of the jet position with respect to the IR-beam focus placed in zero. The spots are not centred
around zero due to experimental issues. One sees that the minimum of the divergence is reached for the jet
placed before focus. See text for the experimental parameters. The author kindly thanks Ludovic Quintard
for the figure.

28



- 6 0 - 4 0 - 2 0 0 2 0 4 0
0

2

4

6

8

1 0

1 2

1 4

r [m
m]

z 0  [ m m ]

 H 2 9
 H 3 7
 H 4 7

Fig. 4.4: Experimental results of the FWHM as a function of the jet position z0. The experiment was done in the
Neon target. The author kindly thanks Ludovic Quintard who has provided the experimental data.

4.2 Results

Before proceeding to our mathematical analysis, the experimentally measured data from CELIA will be
presented. A thin-target-IR-laser interaction was studied as a function of the target position with respect to
the focus of the IR-beam (see the schematic in Fig. 4.1). The target was a Neon jet for this set of experiments.
The dependence of the FWHM on the jet position is traced in Fig. 4.4 for harmonics 29, 37 and 49. Figure 4.3
shows a more detailed scan for the harmonic 41. The results show that the divergence of the generated beam
is smaller for negative z0 and also that the position of the jet for the minimal divergence, zmin, is farther from
the focus for higher harmonics. The value of zmin is an important characteristic of the experiment because
a reduction of the XUV-beam divergence increases its peak intensity, thus also the number of photons.

In our work, we have developed a model both for the physical understanding of the process and for its
quantitative simulation. Additionally, we would also like to find the optimal position of zmin. We start the
study with the qualitative Gaussian model (section 4.1.2.2) and it will continue by the Hankel transform
(introduced by Eq. (4.8)) with various dipoles, namely Eqs. (2.36), (2.33) and (2.17). For all the simulations,
the parameters w0 = 96 µm, E0 = 0.125 a.u. and τ = 40 fs were used, as it was measured in the experimental
setup supposing the IR-field with a Gaussian profile.

The microscopic model for Ne atoms is required according to the experiment. The target potential is
modelled by the Gaussian model introduced in the Appendix B.6.2.1. Needed to mention that we have
confirmed that the action, Eq. (2.10), has the leading role in the dipole calculations and the exact form of
the transition-dipole matrix elements, Eq. (2.5), is not so important in our conditions.

In this point, we need to explain the notation. All the results are studied on the observation plane that
was placed 3 m after the focus in the experiment. A plane placed in the same distance from the source is
used to evaluate the field in our simulations and the radial distance from the z-axis on that plane is denoted
by r. This way allows an easy comparison with the experimental data. However, it is placed in the far-field
region in the used model and the divergence can be more meaningful from the theoretical point of view. The

conversion is given by θ = arctan
(
r[m]

3

)
for a divergence angle θ.
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4.2.1 Gaussian model

The Gaussian model, section 4.1.2.2, provides a basic physical explanation of the mechanism. Let us focus
on Eq. (4.17). The IR-beam curvature, R(z), is positive for z0 > 0, as well as the contribution from the
microscopic dipole. For opposite value of z0, the geometrical phase due to the IR beam is negative but the
contribution from the dipole remains positive. It is easy to show that the curvature of the generated beam is
always greater for z0 > 0. This explains why the spot in the far-field is smaller if the jet is placed in z0 < 0.5

In order to obtain a focusing XUV beam (or more precisely a beam with the minimal divergence), the
contributions for the microscopic dipole and geometrical phase have to compensate each other. An analytical
model was built up in Mathematica R©. It is based directly on Eq. (4.18). Results for chosen values of model
parameters are shown in Fig. 4.5. The Mathematica R© worksheet containing the model is also attached to
this work. The found dependencies show, consistently with the expectations from the previous paragraph,
that the harmonic beam is less divergent if the jet is placed before the IR-focus. As it is illustrated in
Fig. 4.2, the opposite effect is observed on the other side of the IR-focus.

A further study proved that changing the parameters q and α have the opposite effect for the position
of zmin, i.e. an increment of q moves zmin closer to zero so as a decrement of α, and vice versa. This exactly
corresponds to the additional-curvature contribution that is given by the last term in Eq. (4.17), since it
behaves like α

q , (kq = qk0). The experiment demonstrates that zmin is farther from zero for higher harmonic

which indicates that the effect of α (and of the phase in general) is dominant.

Despite the fact the model uses many oversimplifications and it is not applicable at all to describe the
intermediate region in the spectrum between the plateau and cut-off, it provides the recognition of the roles
of different terms.

4.2.2 FSPA dipole

All the approaches until this point uses the numerical evaluation of the Hankel transform, Eq. (4.9). First, the
dipole computed by the FSPA, Eq. (2.33), has been used. However, as it was discussed in the section 2.3.4,
the transition between the plateau and cut-off in the spectrum is not treated well using the proposed model
because the presented FSPA is not valid there. In order to avoid this problem, we assumed a smooth transition

5 A further classification for different harmonic orders is not straightforward, because α is harmonic-order dependent.
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Fig. 4.5: Values of the FWHM obtained from our models. The results from the Gaussian model are in the left figure,
chosen parameters are α29 = 2.3 · 10−14 cm2 ·W−1, qeff

(29) = 7, α37 = 3.5 · 10−14 cm2 ·W−1, qeff
(37) = 9

and α49 = 5 · 10−14 cm2 ·W−1, qeff
(49) = 12. The FSPA results are shown on the right one. The H49a

shows the result with the interpolated phase and the H49b shows the original one.
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Fig. 4.6: The evolution of the waist of the harmonics in far-field as a function of the jet position z. H49a shows
distribution with the phase interpolated by a Lagrange polynomial while H49b uses the formal solutions in
the whole region.

between the plateau and cut-off therefore we have employed an interpolation by a Lagrange polynomial using
points on both sides of the intermediate region.

Next, the contributions coming from the short- and long-trajectories are separated in that model. Both
classes have been studied separately and the short-trajectories have been recognised as the higher contri-
bution. The explanation is the following: the fast oscillating phase evolution as a function of the IR-field
intensity (see Fig. 2.3) causes spatial diffraction of the long-trajectory contribution of the harmonic radiation.
Due to this reason, only the short-trajectories results are discussed in this section thereafter.

Our results for harmonics 29, 37 and 49 are summarized in Figs. 4.5, 4.6 and 4.7. There is also traced
H49b in Fig. 4.6 that uses the phase without the Lagrange polynomial. This two-phase difference is traced
in Fig. 4.8. Even though we can hardly see the difference in the figure and there is only a small deviation
around I = 0.008 a.u., the change is notable in Fig. 4.6 and especially in the case of FWHM, the effects are
almost opposite in the region z0 ∈ ]30, 40[ mm (Fig. 4.7). This shows an extreme sensitivity of the model on
the proper description of the dipole phase.6 The latter figure also proves a perfect coincidence outside the
region z0 ∈ ]−50, 50[ mm as it is expected, because the amplitude of the field is not high enough to reach
the critical region around I = 0.008 a.u. even on the beam axis.

6 The accuracy in the phase calculations is very important because one has to consider always the phase modulo 2π since it
is inserted in a goniometric function.

31



Fig. 4.7: The spatial distribution of the intensity on the observation screen around the 29th harmonic (see
Fig. 4.6, H29). z0 is the position of the gas jet. The scales clearly show that the intensity is the high-
est for the smallest spot, compare with the non-normalised intensity in Fig. 4.9.
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Fig. 4.8: The difference between the phase interpolated by the Lagrange polynomial, H49a, and phase obtained by
connection of the long- and short-trajectory solution in their intersection, H49b.
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The last presented results are spatial distributions of the harmonic-field intensity (Fig. 4.7). The mini-
mization of the divergence of the harmonic beam for the jet position z0 = −10 mm is showed there for 29th
harmonic. The result indicates that there are no significant changes in a spectral width for the parameters
under investigation.

Up to now, it is not easy to provide a more sufficient theoretical analysis of the results because we can
not distinguish effects caused by numerics and approximations from real ones.7 It leads us to the necessity
of a model that will sufficiently cover the phase evolution in the whole intensity range. To conclude this
section, these results have verified that the importance of different classes of trajectories and they have
provided a background to the methodology for using more advanced models. The methodology will be
discussed before proceeding to the final KSPA model.

4.2.3 Methodology for result processing

Although, a qualitative agreement between the presented simulations and the experiment have been obtained,
the retrieved results are still not covering the experimental results completely. The following three factors
are considered as a possible limitation:

1. The experimental observations are obtained as the result of many laser shots. The conditions may
not be strictly the same throughout the experiments. An important factor may be the IR-intensity
variation.

2. The methodology for retrieving the spot-size may play an important role for non-Gaussian spots.

3. The previous models were developed for only one class of trajectory for each IR-field intensity.

The third one is solved automatically in the KSPA, because this theory is not using trajectories at all. In
order to solve the others:

1. Focusing on the intensity, let us formally assume that the intensity of the IR-field, IIR, for every shot
is a random variable with a probability-distribution function fIIR . The XUV-field, Eq. (4.8) is then
a function of that random variable and its value is obtained as the expected value

〈Eg〉 =

+∞∫
−∞
Eg(IIR)fIIR(IIR) dIIR

+∞∫
−∞

fIIR(IIR) dIIR

. (4.19)

Practically, the simulations can be run for several intensities around I0 and the result is their average.

2. Various common definitions of the spot-size are introduced in the appendix D and they will be applied
on our results.

7 For example, the local maximum around z0 = −50 mm for H29 that is not presented for higher harmonic orders.
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Fig. 4.9: The evolution of the waist of H47 in far-field as a function of the jet position z0. The left figure shows
normalised values for each value of z0 and the right one non-normalised. Various definitions of the beam-
waist are added (black lines) and putted into comparison with the experimental data rexp (see text for
further details).

Fig. 4.10: The evolution of the waists for H29 and H37 in far-field as a function of the jet position z0. The normali-
sation and scale are the same as in Fig. 4.9.

.

4.2.4 KSPA dipole

Incorporating the previous methodology, the results presenting the beam-spot size as a function of the jet
position are shown in Figs. 4.9 and 4.10. The first one focuses on methods for retrieving the spot size putted
in a comparison with the experimental data. The best match has been found for the definition rrms and
rE0.76

. Although the experimental data have been processed by a FWHM-based method on the measured
intensity, the two mentioned methods may correspond better because they are less sensitive to the fast
evolving complex structures present in the distribution obtained by our simulations.

Needed to mention, the effort of the spatial-distribution model is primary to maximise intensity of the
produced XUV. Basically, it is affected by two factors: the IR-field intensity in the target and the XUV-
beam divergence. For this purpose, Figure 4.9 shows both normalised and non-normalised intensity on the
observation screen as a function of the jet position. The global XUV-intensity maximum is reached in the
region where the spot-size is almost constant closer to the IR-focus as expected. These results also show
that despite of the theoretical importance of the spatial structures for z0 > 0, there are not in the range of
our interest for maximising XUV intensity.

34



Finally, the spot sizes as a function of harmonic order for the jet placed at z0 = −30 mm is in Fig. 4.11.
We can see a typical ring structure for long-trajectories (compare as in the results of [17]). The contribution
of the long-trajectories is much smaller in intensity than the short-trajectories one (the logarithmic scale is
used) but it can play a role, especially for the higher harmonics where these two contributions merge. Next,
the rings can be large enough to interfere with neighbouring harmonics and eventually if the interference is
constructive, a response in the proper even harmonic can be observed.

4.3 Conclusion on spatially resolved harmonic spectra

In this section, the results from different models have been presented (namely: The Gaussian model, The
Hankel transform using the constant values of α and qeff , The Hankel transform using FSPA dipole with
interpolation in the intermediate region between the cut-off and plateau, The Hankel transform of the
KSPA dipole). We can conclude that basic mechanisms can be understood from very simple ideas (Gaussian
model). On the other hand, a very precise analysis is needed for a quantitative models that can be extremely
sensitive to input parameters (compare Fig. 4.6 with the phase evolution in Fig. 4.8). By the KSPA model,
the experimental results have been approached.

Fig. 4.11: Spatial distribution of the intensity for the jet placed in z0 = −30 mm obtained by the KSPA model.
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5. CONCLUSION

This work was dedicated to the study of spatially resolved harmonic spectra generated in thin gaseous
media and to the study of the temporal and frequency control of the generated harmonics using the so-
called polarisation-gating technique. In connection with experiments performed at CELIA, the control of
the spatial and temporal distribution of the harmonics has been studied.

The temporal control has been performed using the superposition of two elliptical delayed counter-rotating
short IR pulses. We have shown that controlling the ellipticity of the two IR pulses allows for defining a new
cut-off law. We have also presented the influence of the relative amplitude ratio of the two IR fields on the
harmonics spectra. In particular the central frequency of the XUV comb is performed by properly choosing
the amplitude ratio of the two IR pulses. These results are of prime interest in particular in the context of
tomography where controlling the cut-off of harmonics spectra allows for defining a good spatial resolution
of the molecular orbitals [2, 21]. Being able to tune the central frequency of the XUV comb will allow for
studying the orbitals of large molecules. For this study, the microscopic model has been used which means
that only the temporal profile has been considered.

We have also developed a model to take into account the spatial distribution of harmonic spectra. This
study has been done for a single linearly polarised IR field in Neon. We have shown that changing the position
of the focus point of the IR beam with respect to the gaseous target presents a minimum of divergence in
the far-field in agreement with experimental observations. This minimum of divergence has been clearly
attributed to a focusing of the XUV beam after the generating medium. This study opens a way for finding
configurations where the fluence of the XUV beam can be increased. This beam can then be, in principle,
used for studying XUV non-linear processes in gaseous media.

This work studied the problem from the theoretical point of view. The common part for both models
is the microscopic dipole. The author developed his own FORTRAN90 code for computing the dipole in
KSPA for an IR-field given by two elliptically polarised pulses. This allowed the study of the polarisation
gating. Then he has extended codes developed at CELIA for solving the FSPA and Hankel transform used
for the spatially resolved harmonic spectra. Finally, he has also created the analytical Gaussian model in
Mathematica R©. The results obtained by these models have been discussed in the sections 3.2 and 4.2. The
figures and graphs were processed in OriginLab, MATLAB R©and Mathematica R©.
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[13] M. Geissler, G. Tempea, A. Scrinzi, M. Schnürer, F. Krausz, and T. Brabec, “Light propagation in
field-ionizing media: Extreme nonlinear optics,” Phys. Rev. Lett., vol. 83, pp. 2930–2933, Oct 1999.

[14] M. B. Gaarde, J. L. Tate, and K. J. Schafer, “Macroscopic aspects of attosecond pulse generation,”
Journal of Physics B: Atomic, Molecular and Optical Physics, vol. 41, no. 13, p. 132001, 2008.
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APPENDIX





A. CONVENTIONS AND DEFINITIONS

There is a review of the physical conventions used in this text. Moreover, some physical consequences are
pointed out there.

A.1 Fourier transform

We use the Fourier transform

f(ξ) = F [f(x)] (ξ) =
1

(2π)
n
2

∫
Rn
f(x)eiξ·x dnx (A.1)

for x, ξ ∈ Rn.

A.2 QM notation, normalization of plane waves

A.2.1 Stationary states

We are using the Dirac braket notation for the description of states in QM. This means that |ψ〉 is a vector
from an abstract space and it is specified by the choice of a representation. We work in the x-representation
or p-representation, wave functions in these representations are

ψ(r) = 〈r|ψ〉 , (A.2)

ψ(p) = 〈p|ψ〉 . (A.3)

See ([22], chapter 1.7) for a further discussion about the representations.
Under the plane wave is understood the state with a momentum p and it is defined as

ψp(r) = 〈r|p〉 =
1

(2π)
3
2

eip·r . (A.4)

This choice is the only one consistent with the usual definition of the momentum operator p̂ = −i5. It is
because

−i5 ψp(r) = −i2pψp(r) = pψp(r) . (A.5)

Together with the decomposition of the unity it leads to the transformation between the x- and p-representation:

ψ(p) =

∫
R3

〈p|r〉 〈r|ψ〉 d3x =
1

(2π)
3
2

∫
R3

e−ip·rψ(r) d3x = F−1 [ψ(r)] (p) , (A.6)

i.e. the representation is changed by the inverse Fourier transform. It also implies the natural expression of
the momentum operator in the p-representation: p̂ = p.

The definition of the plane wave, Eq. (A.4), also defines the normalisation of the momentum eigenfunc-
tions:

〈p|p′〉 = δ(p− p′) . (A.7)



A.2.2 Time evolution

In the QM, the evolution in time is driven by the Schrödinger equation,

i∂t |ψ(t)〉 = Ĥ |ψ(t)〉 , (A.8)

where Ĥ is the Hamiltonian describing the system under considerations and it is assumed to be constant in

time. The general solution |ψ(t)〉 = e−i(t−t0)Ĥ |ψ(t0)〉 is simple for eigenstates of Ĥ:

|ψE(t)〉 = e−i(t−t0)E |ψE(t0)〉 , Ĥ |ψE(t0)〉 = E |ψE(t0)〉 . (A.9)

The plane wave, Eq. (A.4), is such a state for the free-particle Hamiltonian ĤF = −42 because it fulfils

ĤFψp(r) = p2

2 ψp(r). The free particle is then fully described in space and time by

ψp(r, t) =
1

(2π)
3
2

e−i(ωpt−p·r) ,
p2

2
= Ep = ωp . (A.10)

We have identified the energy with the frequency of the wave.1 In the light of this identification, one would
like to employ the Fourier transform in order to find the spectrum, i.e. the energies contained in a signal.
Let us look on

ψ̃p(r, ω) =

+∞∫
−∞

eiωtψp(r, t) dt =
eip·r

(2π)
3
2

+∞∫
−∞

ei(ω−ωp)t dt =
eip·r

2π
δ(ω − ωp) . (A.11)

The function ψ̃p(r, ω) exactly does the job because it is centred at ωp. One can see that it is the Fourier
transform and the above equation explains the reason to choose the proper sign (i.e. the transformation from
time to frequency is given by the Fourier transform while coordinates to momenta are transformed by the
inverse Fourier transform).

A.2.3 Natural way to define the Fourier transform in physics

The preceding analysis based on the foundations of QM gives natural way how to use the Fourier transform
between coordinate space and momentum space and/or between temporal and frequency domain. These
are2

f1(p) = F−1 [f1(r)] (p) , f̃2(ω) = F [f2(t)] (ω) . (A.12)

The tilde usually stands for the Fourier transform in time. In this work, the domain is usually specified only
by the proper variable. A more precise notation is adopted if there is a possibility of a confusion.

A.3 The incertitude principle in Fourier transformation

The incertitude principle coming from the properties of the Fourier transform will be briefly explained and
its implications in signal analysis and QM will be discussed.

In QM, Heisenberg incertitude principle for the measurement of observables is known. This principle lies
on the fact that the operators corresponding to these observables do not commute. It is sometimes extended
also for the incertitude between time and frequency by a multiplication of the position-momentum inequality
by a physical constants with proper dimension.

1 The conversion factor providing the correct physical dimension is the reduced Planck constant ~. But its numeric value is
equal to 1 in our units.

2 We can use this this formal definition for both cases, because we have ~ = 1 which allows to set a proper dimension both
in the space and also in the time.
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A much more general viewpoint is reached using the inequality

∆f t∆f̃ω ≥
1

16π2
, ∆gξ =

∞∫
−∞

ξ2g(ξ) dξ

∞∫
−∞

g(ξ) dξ

, f̃ = F [f ] , (A.13)

valid for any function f ∈ L2(R) (see [23] for a proof and further details). This explains the incertitude
between the variation of the signal f and its spectrum. Moreover it has no connection to QM and it is
valid for any signal in mathematical sense. Especially, it provides a fundamental limit for the generation
of ultra-short light pulses where one needs the spectrum broad enough to form such a pulse. Referring the
Heisenberg relations, the position and momentum are Fourier-conjugated, Eq. (A.6), thus the same argument
holds also for them.3

3 The derivation in QM usually lies on the commutator algebra of the operators and the incertitude comes from the Schwartz
inequality in Hilbert spaces. The proof of (A.13) uses the same inequality. Hence both are the same in their nature despite it
may not seem so at a first look.
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B. USEFUL MATHEMATICAL FORMULAE

B.1 Basic identities

The harmonic addition theorem [24]

A cos(x+ δ1) +B cos(x+ δ2) =
√
A2 +B2 + 2AB cos(δ1 − δ2) cos(x+ δ) ,

δ = atan2
(
A sin(δ1) +B sin(δ2), A cos(δ1) +B cos(δ2)

)
.

(B.1)

The rotation matrices:

R1(θ) =

1 0 0
0 cos(θ) − sin(θ)
0 sin(θ) cos(θ)

 , R2(θ) =

cos(θ) 0 − sin(θ)
0 1 0

sin(θ) 0 cos(θ)

 , R3(θ) =

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 .

(B.2)

The error function:

erf(x) =

∫ x

0

e−t
2

dt . (B.3)

The atan2 function:

atan2(y, x) =



arctan
(
y
x

)
if x > 0,

arctan
(
y
x

)
+ π if x < 0 and y ≥ 0,

arctan
(
y
x

)
− π if x < 0 and y < 0,

π
2 if x = 0 and y > 0,

−π2 if x = 0 and y < 0,

undefined if x = 0 and y = 0.

(B.4)

B.2 Fourier transform

The definition of the Fourier transform, Eq. (A.1), implies the following identities

F [f(x+ a)] (ξ) = e−iξ·aF [f(x)] (ξ) , F [f(x)] (ξ + a) = F
[
eia·xf(x)

]
(ξ) , (B.5)

F [∂xif(x)] (ξ) = −iξiF [f(x)] (ξ) , ∂ξiF [f(x)] (ξ) = F [(ixi)f(x)] (ξ) , (B.6)

F [f(cx)] (ξ) =
1

|c|n
F [f(x)]

(
ξ

c

)
, F−1 [f(x)] (ξ) = F [f(x)] (−ξ) . (B.7)

The Fourier transform is often use to analyse real-valued functions, i.e. f(t) ∈ R, ∀t ∈ R. Denoting
f̃(ω) = F [f(t)] (ω), one obtains

f̃(ω) = f̃∗(−ω) ,∀ω ∈ R , f(t) =

√
2

π
Re

 +∞∫
0

e−iωtf̃(ω) dω

 . (B.8)



Moreover for a real even function f1, i.e. f1(−t) = f1(t), ∀t ∈ R, and a real odd function f2, i.e. f2(−t) =
−f2(t), ∀t ∈ R, one has

Im
(
f̃1

)
= 0 , Re

(
f̃2

)
= 0 . (B.9)

B.3 The Hankel transform

The Hankel transform, F , of a function f is given by

F (ξ) =

∫ +∞

0

f(x)J0(ξx)xdx , (B.10)

where J0 is the Bessel function of the first kind of zeroth order. It satisfies the identity ([25], identity 9.1.21):

J0(z) =
1

π

∫ π

0

eiz cos(θ) dθ . (B.11)

B.4 The spherical harmonics

The Spherical harmonics satisfies the orthogonality relations∫
Ω

(Y ml )
∗

(Ωr)Y m
′

l′ (Ωr) dΩr = δll′δmm′ . (B.12)

The Cartesian coordinates can be written in the spherical coordinates as

x =

√
8π

3
r
Y 1

1 (Ωr) + Y −1
1 (Ωr)

2
, y =

√
8π

3
r
Y 1

1 (Ωr)− Y −1
1 (Ωr)

2i
, z =

√
4π

3
rY 0

1 (Ωr) . (B.13)

Various expansion in spherical harmonics

eip·r = 4π
∑
l∈N0

m∈{−l,...,l}

iljl(pr)Y
m
l (Ωr) (Y ml )

∗
(Ωp) , (B.14)

jl is the spherical Bessel function of the first kind.

Y m1

l1
(Ωr)Y m2

l2
(Ωr) =

∑
l∈N0

m∈{−l,...,l}

(−1)m
√

(2l1 + 1)(2l2 + 1)(2l + 1)

4π

(
l1 l2 l
0 0 0

)(
l1 l2 l
m1 m2 m

)
Y ml (Ωr) ,

(B.15)(
j1 j2 j3
m1 m2 m3

)
is the Wigner 3-j symbol.

B.5 p-representation for Hydrogen-like orbitals

The treatment of the classical Hydrogen atom (i.e. the Hamiltonian Ĥ(r) = −42 −
1
r ) is a class-room problem

for introductory courses of Quantum Mechanics, see [26] for instant. The eigenfunctions are a superposition
of states having the form

〈r|nlm, ε〉 = rn−1e−εrY ml (Ωr) , (B.16)
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see the reference for the exact coefficients in the superpositions and the values of ε. This solution is important
because it is a good basis for Coulombic problems and a lot of microscopic targets can be described by an
expansion in this basis [27].

The task is now to write |nlm, ε〉 in the p-representation. The transform is (see Eq. (A.6)):

〈p|nlm, ε〉 =
1

(2π)
3
2

∫
d3x e−ip·r rn−1e−rY ml (Ωr) =

=
4π

(2π)
3
2

∑
l′∈N0

m′∈{−l′,...,l′}

i−l
′
Y m

′

l′ (Ωp)

(∫ +∞

0

jl′(pr)e
−rrn+1 dr

)(∫
Ω

(
Y m

′

l′

)∗
(Ωr)Y ml (Ωr) dΩr

)
=

=
4π

(2π)
3
2

∑
l′∈N0

m′∈{−l′,...,l′}

i−l
′
Y m

′

l′ (Ωp) I(p, n, l′, ε)δll′δmm′ =

√
2

π
i−lI(p, n, l, ε)Y ml (Ωp) . (B.17)

The computation may become cumbersome if there is a lot of terms in the expansion. However, it can
be done easily in an analytical software such as Mathematica R©, see Appendix F. It also allows to find the
integral:

I(p, n, l, ε) =
n! sin

(
(n+ 1) arctan

(
p
ε

))
(

1 + p2

ε2

)n+1
2

εn+1(n+ 1)p

. (B.18)

Finally, one has for the Hydrogen s-state 〈r|g〉 = 2e−rY 0
0 (Ωr) thus 〈p|g〉 = 2

√
2

π
1

(1+p2)2 .

B.6 Matrix elements

Various matrix elements are needed in the SFA model. Their forms are summarized in that section.

B.6.1 Continuum-continuum elements

First, we will introduce plane-waves transition elements. The position operator element is given by

〈p′ | r̂ |p〉 =

∫
d3x 〈p′ | r〉 〈r |x |p〉 =

1

(2π)3

∫
d3x ei(p−p

′)rr = i5p δ(p− p′) , (B.19)

where we used the decomposition of unity 1 =
∫

d3r |r〉 〈r|. The regularized value of the 1
r -type element is〈

p′
∣∣∣∣ 1

r

∣∣∣∣p〉 =
1

(2π)3

∫
d3x

ei(p
′−p)r

r
=

1

2π2
lim
ε→0

1

(p− p′)2 + ε2
. (B.20)

B.6.2 Bound-continuum elements

The calculations of ionisations and recombination of microscopic targets (i.e. atoms and molecules) with the
ground state, |g〉, requires to compute so-called transition-dipole matrix elements d(p) = 〈p|r̂|g〉. |p〉 de-
scribes the continuum state defined by its momentum p. If a plane wave is considered as the continuum
state, the result is given by Eq. (2.5). The exact result for the Hydrogen atom is provided by Eq. (2.6). For
a more complex targets, such as Neon in our case, the so-called Gaussian model can be used, see [4].

B.6.2.1 Gaussian model

The potential of the target is approximated by a truncated quadratic potential

V (r) =

{
α2r2

2 − β , if ‖r‖ ≤
√

2β
α2

0 , otherwise
. (B.21)
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The parameters α and β are in the magnitude of the ionisation potential IP of the target. The parame-
ter β has to be chosen large enough that the ground state |g〉 can be considered as the eigenstate of the

non-truncated potential V ′(r) = α2r2

2 − β. It gives

Ĥ ′ =

(
−4

2
+ V ′(r)

)
ψg(r) =

(
3α

2
− β

)
ψg(r) , ψg(r) = 〈r|g〉 =

(α
π

) 3
4

e−
αr2

2 . (B.22)

The model potential is matched with the target by the value of the ground-state energy, Eg. It imposes(
3α
2 − β

)
= Eg = −IP . The required transition-dipole matrix element for the Gaussian model is

dG(p) = i5p ψg(p) = i (απ)
− 3

4
p

α
e−

p2

2α . (B.23)
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C. THE FSPA APPLIED ON AN ENVELOPED FIELD

This Appendix discusses the applicability of the FSPA result obtained for an infinite field for real physical
fields with slowly varying envelopes. It is particularly used in Eq. (4.10) that may seem not completely clear
by a first look because the Fourier transform is formally applied on an already transformed dipole response.

C.1 Relation between the Fourier transform and Fourier series

First of all, we remind the Fourier transform of a functions that is periodic and thus it can be expanded in
the Fourier series:

f(t) =
∑
n∈Z

aneinω0t ⇒ f(ω) =
√

2π
∑
n∈Z

anδ(ω − nω0) . (C.1)

Now, let us consider the function g = fχ]−T2 ,
T
2 [ and compute its Fourier transform,

∫
R
g(t)eiωt dt =

∫ T
2

−T2
f(t)eiωt dt , (C.2)

it is the same expression as for Fourier the coefficients of the periodic extension of g, hence g(nω0) = an.

C.2 Approximation of an enveloped signal

Let us consider a signal

f(t) = E(t) sin(t) , (C.3)

where E(t) is an envelope and we assume E(t) = 0, (∀t ≤ 0) ∧ (∀t ≥ TE), TE is the duration of the signal.
For the sake of simplicity, ω0 = 1 has been chosen.

The adiabatic approximation lies on the fact that the evolution of the envelope is much slower than
oscillations of the fundamental signal. The signal can be then well approximated using

f(t) ≈ fa(t) =

N∑
k=0

ekχ]2kπ,2(k+1)π](t) sin(t) , ek = E(τ) , τ ∈ ]2kπ, 2(k + 1)π] . (C.4)

The Fourier transform is then given by

f̃a(ω) =

N∑
k=0

eke2πikωF1(ω) , F1(ω) = F
[
χ]0,2π](t) sin(t)

]
(ω) . (C.5)

C.3 Using the result in the ω-domain calculated for an infinite signal

Now, the two previous parts will be connected. Using similar notation as in the previous section, we consider
the problem that a fundamental signal f (f)(t) = E(f)(t) sin(ωf t) generates signal f (g)(t) = E(g)(t) sin(t) (we
set ωg = 1 for simplicity). This is exactly what is done in the FSPA (see section 2.3.4). The result is



calculated in the ω-domain for an infinite fundamental field, i.e. E(t) = E0. However, it can be considered
also as a response to a single cycle. Applying also the phase shift, the response is computed in the k-th cycle
as

f̃
(g)
k (ω) = e

(g)
k e2πikωF1(ω) . (C.6)

The coefficient e
(g)
k is given only by the amplitude of the fundamental field in that interval that is equal

to e
(f)
k . The inverse Fourier transform leads to

f (g)
a (t) =

N∑
k=1

f
(g)
k (t) =

N∑
k=1

e
(g)
k χ]2kπ,2(k+1)π](t) sin(t) = E(g)

a (t) sin(t) , E(g)
a (t) =

N∑
k=1

e
(g)
k χ]2kπ,2(k+1)π](t) .

(C.7)

We assume that the coefficients of the generated signal, e
(g)
k , depends on the coefficients of the fundamental

signal, e
(f)
k , as a continuous function. The envelope of the generated signal, E(g), could be then computed

as

E(g)(t) ≈ e(g)(Ef (t)) . (C.8)

This can be transformed back to the ω-domain, the result is

f̃ (g)(ω) = Ẽ(g)(ω) ∗F [sin(t)] (ω) . (C.9)

The Fourier transform of sinus only shifts the function and Ẽ(g)(ω) is the desired result.
The theory wad explained for special signal where the fast oscillating part was in the form of sinus.

However an arbitrary case is simply reached by the substitution sin(t)→ eit and inclusion of the phase-shift
in the envelope.1 This is exactly the result Eq. (4.10).

1 The complex conjugated signal is added to keep it real.
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D. VARIOUS DEFINITIONS OF THE PULSE DURATION/SPOT SIZE

Various definitions of the spot-size or the pulse duration are introduced in the following text together with
their physical interpretation. For the sake of simplicity, only the coordinate ξ is used. It describes a one-
dimensional distribution if not stated otherwise. The definitions are based on the intensity profile I(ξ) and
the spot is assumed as symmetric with respect to the ξ = 0.

D.1 Effective spot size

The first possibility is the effective large

ξeff =

∫ +∞
−∞ I(ξ) dξ

I(0)
, (D.1)

i.e. ξeff is a side of a rectangle with the same area as the area under I(ξ).

D.2 FWHM

The second and one of the most popular possibilities is ξ in the Full width at half maximum (FWHM), that
is defined by

I

(
ξFWHM

2

)
=
I(0)

2
. (D.2)

This definition describes the position where the intensity decreases to one half of its maximum.1

D.3 Area where is α · 100% of total energy deposed

A next option is to define an area A, where is deposed α · 100 % of total energy. It is given by∫ ξEα

0

I(ξ)J (ξ) dξ = α

∫ +∞

0

I(ξ) dξ , J (ξ) =

{
1 for Cartesian coordinates

4πξ for cylindrical coordinates
. (D.3)

The area A is then the interval ]−ξEα , ξEα [ in the Cartesian coordinates and a disc with the diameter ξEα
in the cylindrical coordinates.

D.4 Statistical definition

The last statistical definition is the root mean square,

ξrms = ∆ξ =

√√√√∫ +∞
−∞ ξ2I(ξ) dξ∫ +∞
−∞ I(ξ) dξ

. (D.4)

1 The value
I(0)

e
or

I(0)

e2
is sometimes used instead of

I(0)
2

in that type of definition (especially in the spatial domain).



The intensity is taken, in fact, as a distribution function in that case. This definition looks the less intuitive.
However it has very important meaning, because the uncertainty principle, Eq. (A.13), is formulated using
this quantity.

Finally, this methodology is also the recommended one by ISO 11146-2:2005 [28].

D.5 Example for Gaussian distribution

Very common distributions for modelling the intensity profile are Gaussian ones. The relations between the

previous definitions will be shown for a Cartesian-intensity profile I(ξ) = I0e
−
(
ξ
ξ0

)2

. All quantities, putted
in a comparison by ξ0, are

ξ0 =
ξeff√
π

=
ξFWHM

2
√

ln(2)
=

ξEα

erf(−1)
(√

π
2 α
) =

√
2ξrms . (D.5)

(for example, ξE0.5
≈ 0.415ξ0). It means that all the definitions are proportional in that case, but this

is not true for every distribution. Finally, we can find the value of α, for which ξFWHM = ξEα , it is

α = 2√
π

erf
(

2
√

2 ln(2)
)
≈ 0.76. It is useful for two things. First, we can see how much energy is inside

the region given by ξFWHM. Second, we have a tool for measuring Gaussian-like spots with a complex inner
structure (e.g. interference fringes), where the rigid definition of ξFWHM has no relevant sense.2

2 The interference pattern can be also destroyed by a convolution. The convolution using a rectangular window,

fa(x) =
1

2a

∫ a

−a
f(x+ t) dt , (D.6)

is given as an example for the instant. The parameter a is chosen large enough in comparison with the dimension of an
interference fringe. This choice also preserves the total area under the curve, i.e.

∫ +∞
−∞ f(x) dx =

∫ +∞
−∞ fa(x) dx.
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E. GABOR TRANSFORM

E.1 Theory

This transform allows further frequency analysis of a signal. Let us take a signal f(t). The spectrum obtained
by the Fourier transform, |F [f(t)] (ω)|, shows the frequencies presented in the signal, however it does not
show when they are generated. The idea is to use a narrow window in the t-domain centred around t0 in
order to see frequencies generated in this window. This is the main idea of the so-called Gabor transform.
We define the Gabor transform as

G
(α)
f (ω, t0) = Ft [wα(t0, t)f(t)] (ω) , wα(t0, t) = e−( t−t0α )

2

. (E.1)

The window, w, is specified by the parameter α that defines the narrowness of the window. The frequency-

temporal analysis of the signal is then |G(α)
f (ω, t)|.

It also allows for a distinction between two processes leading to similar results when a given frequency is
not presented in the spectrum: 1) the given frequency is not generated at all; 2) the frequency component
is suppressed by a destructive interference. For the first one, the frequency is not in the Gabor analysis
anywhere, where there are some sources in the second case.

-20 20 40
t

-1

1

2

h1 (t)

-20 20 40
t

-1.0

-0.5

0.5

1.0

h2 (t)

Fig. E.1: The signals h1 and h2 in the t-domain. The parameters are ω0 = 2, a = 15, τ = 6π and β = 0.035.

E.2 Example

The given theory will be illustrated by an example. We choose two signals:

h1(t) = e−( ta )
2

cos(ω0t+ βt2) + e−( ta )
2

cos(2ω0t) , (E.2)

h2(t) = e−( ta )
2

cos(ω0t+ βt2) + e−( t−τa )
2

cos(2ω0t) . (E.3)

Both signals are a sum of two pulses with the same Gaussian envelopes but different central frequencies. One
of the pulses is chirped while the second is delayed with respect to the first one. The different value of the



-4 -2 2 4
ω

1

2

3

4

5

H1 (t)

-4 -2 2 4
ω

1

2

3

4

5

H2 (t)

Fig. E.2: The spectra of the signals h1 and h2, H1 = |F [h1] | and H2 = |F [h2] |.

Fig. E.3: The left plot shows G1 = |Gh1(ω, t)| and the right one G2 = |Gh2(ω, t)|. The parameter of the Gabor
transform is α = 5.

delay is the only difference between these two signals. The signals and their spectra are shown in Figs. E.1
and E.2, respectively. We can see that the spectra are nearly the same. Figure E.3 represents their Gabor
transforms. The two signals can be easily distinguished there together with their temporal properties (the
chirp and the delay). Moreover, the instantaneous frequency of the chirped signal is also easily recognisable.

E.3 Applications in the study of HHG

This transform is useful to provide an insight into the HHG process. Applying it on the dipole, one can find
times when a given frequency is generated. This information provides a more detail physical insight in the
generation process. Furthermore, it allows to compare a posteriori a simple model, as it is done in Fig. 3.10.

The same procedure applied to analyse experimental results is often called the spectrogram.
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F. Mathematica R© WORKSHEETS

This works contains attached three interactive Mathematica R© worksheets presenting two analytic models
and an example of the p-representation:

• Gaussian.nb shows the waist of harmonic beam that is supposed to be Gaussian as a function of the
jet position with respect to the IR-beam focus.

• Ellipticity.nb shows the ellipticity of the field composed from two arbitrary polarised delayed light
pulses with a sin2-envelope. It also shows the intensity profile on the polarisation-gate axis.

• p-representation.nb is presenting a way how to find the analytic form of the Hydrogen-like states
in p-representation. This procedure has been used to find the pz-orbital, Eq. (2.21). This orbital is
represented in interactive plots. One can scan the known shape of the pz-orbital in the planes given
by x = const. and z = const. in the coordinate space. The other scans are the same in the momentum
space and the same is repeated for the 2s orbital.
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