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probíhající v soustavách vlnovod·. Zavádíme pojem kvantové provázání
a de�nujeme Schmidt·v rozklad. Uvádíme analytický rozklad dvoufoto-
nových stav· v krystalech, následn¥ s vyuºitím singulárního rozkladu
numericky hledáme Schmidtovy módy p°íslu²né interakci v soustavách
vlnovod·.

Klí£ová slova: kvantové provázání, sestupná parametrická frekven£ní
konverze, soustava nelineárních vlnovod·, Schmidt·v roz-
klad

5



Title:

Schmidt Modes of Parametric Down-Conversion in Non-Linear Wa-

veguide Arrays

Author: Pavel Baxant

Abstract: This work deals with spontaneous parametric down-conversion
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the Schmidt modes of this process. First, we derive equations of motion
and output states of the interaction taking part in non-linear crystals
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Introduction

This work concerns with spontaneous parametric down-conversion, represent-
ing an important source of quantum entangled photon pairs. Entanglement
is a pure quantum phenomenon, with no classical analogy. The strength and
attractiveness of quantum computation, quantum cryptography or quantum
teleportation is based on entanglement. The successful realisation of pro-
tocols in these �elds requires therefore reliable and well controllable sources
of entangled states, moving the down-conversion into the centre of interest.
The need to obtain entangled states seems to be urgent just today when the
manufacturing methods of classical computer processors reaches their physical
limitations and the so-called Moore's law, predicting the doubling of the num-
ber of transistors in a dense integrated circuit every two years, ceases to be
valid. Entangled states can also be used to prove experimentally the violation
of Bell's inequalities (and therefore verify the validity of quantum theory).

We are dealing with spontaneous parametric down-conversion taking place
in an array of non-linear waveguides. This allows the generated photons to
access new spatial degrees of freedom, in addition to the spectral ones. The
output states are calculated using the �rst-order perturbation theory, taking
into consideration only the biphoton contribution. This approximation is suf-
�cient because the interaction rate is very low and the probability of detection
of more than two photons is negligible. In order to characterize these states
(and bipartite entangled states in general), it is useful to introduce the concept
of Schmidt decomposition, establishing adjoint Schmidt modes. Calculation of
the Schmidt modes of parametric down-conversion in waveguide arrays is the
main goal of this work.

In the �rst chapter, we recall the basics of non-linear optics, with emphasis
on spontaneous parametric down-conversion in bulk crystals.

Next chapter is dedicated to parametric down-conversion in waveguide ar-
rays. We introduce the coupled-mode theory, describing the propagation of
electromagnetic �eld in an array of adjacent waveguides. This allows us to
introduce the mathematical description of the down-converted biphotons in
waveguide arrays.

Quantum entanglement is recalled in the third chapter. We mention re-
duced states and some entanglement measures and we introduce the Schmidt
decomposition.
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The fourth chapter deals with the Schmidt modes of parametric down-
conversion. First, we present the analytic decomposition of biphoton states in
bulk crystals, followed by numerically obtained Schmidt modes of parametric
down-conversion in waveguide arrays. To calculate the modes, we decompose
the state in an orthonormal basis. We truncate the decomposition, assum-
ing su�cient decrease of proportion of higher modes and then we employ the
singular value decomposition algorithm.

Finally, in the last chapter, the modes calculated for three particular cases
are presented.
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Chapter 1

Non-Linear Processes in Optics

1.1 Brief History of Non-linear Optics

First, we outline a short history of non-linear optics (inspired by [1]). The
�rst mentions of non-linear optics dates back to the year 1941 when Amer-
ican chemist Gilbert N. Lewis observed non-linear saturation of �uorescence
intensity of �uorescein in boric glass with increasing power of excitation.

Real formation of non-linear optics came up with the discovery of the co-
herent source of light, i.e. with the construction of laser in 1960. Already in
1961, Peter A. Franken discovered second harmonic generation, by focusing
the ruby laser with a wavelength 694.2 nm into a quartz sample. At the out-
put of the crystal, there was light observed at 347.1 nm (for this purpose the
spectrum of the outcoming light was recorded on photographic paper and the
editor of Physical Review Letters mistook the dim spot at 347.1 nm on the
photographic paper as a speck of dirt and removed it from the publication). It
has also been the �rst experimental demonstration of conversion of coherent
radiation into coherent radiation.

In the 1960s many other discoveries were made, notably sum-frequency
generation (1962), the third harmonic generation (1962), electro-optic recti�c-
ation (1962), di�erence-frequency generation (1963), optical parametric amp-
li�cation and generation (1965). These experiments have con�rmed theories
of non-linear polarization and interaction of waves in non-linear media and
provided new methods to generation of coherent radiation.

Another direction of the development of the non-linear optics represented
scattering processes. In 1962, Eric J. Woodbury and Wee K. Ng observed
stimulated Raman scattering. This discovery had great value because it was
the �rst studied scattering process which was not spontaneous, and in addition,
it was possible to use it as a source of coherent light. In 1964, stimulated
Brillouin scattering was experimentally observed.

In the 1970s, there were three main areas of new discoveries. The �rst one
was dedicated to new non-linear spectroscopic techniques (coherent anti-Stokes
Raman spectroscopy, Doppler-free saturation spectroscopy and laser polariza-
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tion spectroscopy). The second one was dedicated to optical phase conjugation,
namely the phase conjugation generated by Brillouin scattering (1972) and con-
jugation generated by three-wave and four-wave interaction (1976-1977). The
last studied area concerned optical bistability and hysteresis.

Spontaneous parametric down-conversion (SPDC), which is in the centre
of interest of this work, has been �rst observed by D. C. Burnham and D. L.
Weinberg in 1970 [2]. In late 1980s, two independent groups of researchers
(Carroll Alley and Yanhua Shih, and Rupamanjari Ghosh and Leonard Man-
del) applied SPDC in experiments related to coherence. Today, SPDC is the
predominant mechanism for experimentalists to create single photon states. It
has also applications in metrology when determining the e�ciency of photon
detectors and it is one of the major sources of quantum entangled particles.

1.2 Tensor of Non-linear Susceptibility and Maxwell's

Equations

Non-linear optics o�ers many interesting phenomena, such as optical harmonic
generation, spontaneous parametric down-conversion, frequency conversion,
Raman and Brillouin scattering, etc. The origin of all these phenomena lies
in the non-linear response of some materials to the incident electromagnetic
�eld.1 This fact is expressed mathematically by using the tensor of non-linear
susceptibility and with its use we may expand the vector of electric polarization
in a power series of the �eld

P(ωi) = χ(1)(ωi)·E(ωi) +
∑
j,k

χ(2)(ωi = ωj + ωk) : E(ωj)E(ωk)

+
∑
j,k,l

χ(3)(ωi = ωj + ωk + ωl)
...E(ωj)E(ωk)E(ωl) + . . . , (1.1)

where χ(n) denotes n−th order susceptibility which is tensor of the order n+ 1
(χ(1) is the linear susceptibility, χ(2) is the lowest order non-linear susceptibility,
and so on) and E(ωi) stands for the incident electric �eld with frequency ωi.
The optical non-linearities are small and this fact led to late experimental
discovery of non-linear optical phenomena. Using this expansion, we classify
the non-linear processes of various orders. In this work we will consider only
second-order processes.

Let us derive equations of motion for electric �eld in non-linear media
(following [3, 4]). We start with Maxwell's equations in volume with no free
charges and currents (i.e. ρ = 0, j = 0)

∇×E +
∂B

∂t
= 0

∇ ·B = 0

1These materials are typically formed by strongly non-symmetrical molecules.
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∇×H− ∂D

∂t
= 0

∇ ·D=0. (1.2)

Applying the curl operator on the �rst equation, we are able to derive

∇×∇×E + ε0µ0
∂2E

∂t2
+ µ0

∂2P

∂t2
= 0, (1.3)

where we have employed the relation for electric induction

D = ε0E + P, (1.4)

and relation for magnetic induction (neglecting the magnetization term)

B = µ0H. (1.5)

Using the operational vector identity

∇×∇×A = ∇ (∇ ·A)−∆A, (1.6)

we may re-write (1.3) as

∆E− ε0µ0
∂2E

∂t2
= µ0

∂2P

∂t2
− 1

ε0
∇(∇ ·P). (1.7)

For simplicity, we assume a homogeneous medium (i.e. ∇(∇ · P) = 0), so we
may write the �nal equation

∆E− ε0µ0
∂2E

∂t2
= µ0

∂2P

∂t2
. (1.8)

From this equation and (1.1) we are able to derive the equations of motion for
non-linear optical phenomena of various orders.

1.3 The second-order phenomena

Second-order phenomena are characterized by the term χ(2) in (1.1). We as-
sume three interacting monochromatic plane waves propagating along the z-
axis

Ei(z, t) = Ai(z)exp (i(kiz − ωit)) + c.c., (1.9)

whereAi(z) is the amplitude of the i-th wave, ki and ωi is its wave number and
frequency respectively and c.c. stands for complex conjugation. In addition,
we assume ω3 = ω1 +ω2, expressing the energy conservation. Then, according
to (1.1), we are able to write the i-th component of individual polarization
waves with frequencies ω1, ω2, ω3 in the following form

P1i =
∑
j,k

χ
(2)
ijkA

∗
2j(z)A3k(z)exp (i((k3 − k2)z − ω1t)) + c.c.,
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P2i =
∑
j,k

χ
(2)
ijkA

∗
1j(z)A3k(z)exp (i((k3 − k2)z − ω2t)) + c.c.,

P3i =
∑
j,k

χ
(2)
ijkA1j(z)A2k(z)exp (i((k1 + k2)z − ω3t)) + c.c.. (1.10)

Substituting this result in (1.8) and assuming kdAi/dz � d2Ai/dz
2, expressing

spatially slowly varying dependence of amplitudes Ai, we obtain

dA1i

dz
= − iω1

2

(
µ0

ε1

)1/2

χ
(2)
ijkA3jA

∗
2kexp (i∆kz) ,

dA2k

dz
= − iω2

2

(
µ0

ε2

)1/2

χ
(2)
kijA

∗
1iA3jexp (i∆kz) ,

dA3j

dz
= − iω3

2

(
µ0

ε3

)1/2

χ
(2)
jikA1iA2kexp (−i∆kz) , (1.11)

where ωi = ki/(µ0εi)
1/2 and ∆k = k3− k2− k1 is the so-called momentum (or

wave vector) mismatch.
These equations describe various second order processes. The case when

radiation of frequency ω3 = ω1 +ω2 is generated from sub-frequency radiations
is called sum-frequency generation. Generation of radiation of frequency ω2 =
ω3−ω1 from introduced radiation of frequencies ω3 and ω1 is called frequency
down-conversion, whereas frequency up-conversion describes the process when
radiations of frequencies ω1 and ω2 are introduced and radiation of frequency
ω3 = ω1 +ω2 is generated. The degenerated case (when ω1 = ω2) describes the
second harmonic generation, i.e. the process when the radiation of frequency
ω3 = 2ω1 is generated from radiation of frequency ω1.

For the purpose of this work, the most interesting is splitting of the radi-
ation of the frequency ω3 into two radiations with sub frequencies ω1 and ω2.
If the signal mode 1 is ampli�ed and the idler mode 2 starts from the vacuum
�uctuations, we speak of parametric ampli�cation process. If both the modes
1 and 2 start from the vacuum �uctuations, we speak of the parametric down-
conversion process (or parametric generation). More detailed description of
this process will be given in the following paragraphs.

1.4 Phase-Matching Techniques

It immediately follows from (1.11) that for signi�cant rates of generated �elds,
it is important to ful�l the phase-matching condition ∆k ≈ 0. But it is often
di�cult to achieve this condition because the majority of materials exhibits
the so-called normal dispersion � an e�ect when the refractive index is an
increasing function of frequency. The perfect phase-matching condition for
collinear beams reads

n1ω1

c
+
n2ω2

c
=
n3ω3

c
, (1.12)
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where ni is the refractive index of the wave at frequency ωi and the energy
conservation holds

ω1 + ω2 = ω3. (1.13)

Employing this condition, we may write

n3 =
n1ω1 + n2ω2

ω3
(1.14)

and it immediately follows

n3 − n2 =
n1ω1 − n2 (ω3 − ω2)

ω3

=
n1ω1 − n2ω1

ω3

= (n1 − n2)
ω1

ω3
. (1.15)

Expecting ω3 > ω2 > ω1, it follows for normal dispersion that n3 > n2 > n1,
and hence the left-hand side of the last equation must be positive. However,
from the same reason the right-hand side must be negative and therefore the
equation has no solution.

Of course, it is possible (at least in principle) to achieve the phase-matching
using anomalous dispersion2, but the most common procedure is to make use
of the birefringence of some crystals. Birefringent crystals have two refractive
indices, which depend on the polarization of the electromagnetic radiation
propagating inside it. The refractive index of the light polarized in the direction
perpendicular to the optic axis of the crystal is called ordinary, while the
refractive index of the light polarized in the direction of the optic axis is called
extraordinary.

The birefringence is used in the following way. The wave with the highest-
frequency ω3 = ω1 + ω2 is polarized in the direction that gives it refractive
index with the lower value. And for the polarizations of the lower-frequency
waves, there are two choices. We recognize type I phase-matching to be the
case in which the lower-frequency waves have the same polarization, and type
II phase-matching to be the case where the polarizations are orthogonal. To
obtain perfect phase-matching, we have two options - angle tuning and temper-
ature tuning. The �rst one involves precise angular orientation of the crystal
with respect to the propagation direction of the incident beam. The second
one makes use of the strong temperature-dependency of birefringence of some
crystals. Further details can be found in [4].

1.5 Quasi-Phase-Matching

For the cases when the classical phase-matching can not be achieved, there is a
technique called quasi-phase matching when the crystal is periodically poled.

2Anomalous dispersion shows decrease in refractive index with increasing frequency, oc-
curring near an absorption feature.
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Figure 1.1: Schematic representation of a second-order non-linear optical ma-
terial in the form of a homogeneous crystal (a) and a periodically poled material
(b). Taken from [4]

A periodically poled material is fabricated in such a way that the orientation
of one of the crystalline axes is inverted periodically (see Figure 1.1) and this
inversion leads also to the inversion of the sign of the non-linear susceptibility
tensor χ(2).

Let us denote d(z) the spatial dependence of the non-linear susceptibility
χ(2)(z) = χd(z). We expect d(z) as a square-wave function

d(z) = sgn

(
cos

(
2πz

Λ

))
, (1.16)

where Λ is the poling period. We express d(z) in the form of a Fourier series

d(z) =

+∞∑
m=−∞

Gm exp(ikmz), (1.17)

where km = 2πm/Λ. For our case of spatial modulation d(z) given by (1.16),
we have

Gm =
2

mπ
sin
(mπ

2

)
. (1.18)

Now we perform the substitution χ(2)
ijk → χijkGm exp(ikmz) in (1.10) and fol-

lowing the same steps as in the previous section, we have

dA1i

dz
= − iω1

2

(
µ0

ε1

)1/2∑
j,k

χijkGmA3jA
∗
2kexp [i∆kQz] ,

dA2k

dz
= − iω2

2

(
µ0

ε2

)1/2∑
j,k

χkijGmA
∗
1iA3jexp [i∆kQz] ,

dA3j

dz
= − iω3

2

(
µ0

ε3

)1/2∑
j,k

χjikGmA1iA2kexp [−i (∆kQ + 2km) z] , (1.19)
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where we have set

∆kQPM = k3 − k1 − k2 − km. (1.20)

Because of the tendency for Gm to decrease with increasing m, it is most
desirable to achieve quasi-phase-matching through use of a �rst-order interac-
tion m = 1. Therefore, we have

∆kQPM = k3 − k1 − k2 −
2π

Λ
,

Gm = G1 =
2

π
. (1.21)

It follows that the optimum poling period is given by

Λ =
2π

k3 − k1 − k2
. (1.22)

1.6 Spontaneous Parametric Down-Conversion

Spontaneous parametric down-conversion represents an important second-order
non-linear optical process. During this process one photon of the incident �eld
converts into two new subharmonic photons (i.e. with lower frequencies than
the incident one). This interaction is mediated by the non-linear crystal, typ-
ically LiNbO3, KNbO3, β−BaB2O4.3 The created photons are called signal
and idler and they ful�l the phase-matching

ωp = ωs + ωi,

kp = ks + ki, (1.23)

where ωp, ωs, ωi denotes the frequencies of the pump, signal and idler photon
and kp, ks, ki denotes the momenta of these photons. These relations are called
phase matching conditions. As we have already mentioned, the process is most
e�ective if these conditions are satis�ed.

According to the polarization of the photons, we distinguish two types of
spontaneous parametric down-conversion � SPDC type I and SPDC type II. In
the �rst case, the generated photons (signal and idler) have the same polariz-
ation � they are polarized ordinary (o) and the incident photons are polarized
extraordinary (e). In the second case, the generated photons have opposite
polarizations � signal photons are polarized ordinary and idler photons are
polarized extraordinary. The pump photons are still polarized extraordinary.
Note that in the �rst case the generated photons are indistinguishable, unlike
the second case. The generated �elds in the far �eld are compared on Figure
1.3.

3Barium borate BaB2O4 exists in two crystalline forms denoted by α and β.
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Figure 1.2: Spontaneous parametric down-conversion. On the left we can see
the scheme of the interaction. On the right energy and momentum conservation
are illustrated. Taken from [2]

Figure 1.3: Comparison of generated �elds far beyond the crystal. On the �rst
picture, we can see SPDC I and on the second one SPDC II. Taken from [5].
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Let us introduce the quantum description of the process (following [6�
8]). The interaction rate is very low4, so we are able to treat the pump �eld
classically (the pump �eld is almost unchanged when the interaction takes
place). The pump �eld is emitted by laser with a suitably selected wavelength
(typically the laser is tuned on the wavelength when the second harmonic
generation takes place in the crystal). So, we treat the classical pump �eld in
the form

E(x, t) = E(+)(x, t) + E(−)(x, t), (1.24)

where

E(+)(x, t) = i
1

V1/2

∑
k,s

(
~ω(k)

2ε0n2(k, s)

)1/2

Ek,se
i(k·x−ωt)αk,s (1.25)

is the positive-frequency part of the incident �eld and the negative-frequency
part is given as a complex conjugate

E(−)(x, t) = E(+)∗(x, t). (1.26)

The V stands for the quantization volume, k is the wave vector, ω is the
frequency, s denotes the polarization, n(k, s) is the refractive index, αk,s is the
mode amplitude and Ek,s is the unit polarization vector satisfying

k · Eks = 0,

E∗ks · Eks′ = δss′ ,

Ek1 × Ek2 =
k

k
. (1.27)

The generated quantum �elds are also divided into the positive-frequency
and negative-frequency parts

Ê(x, t) = Ê(+)(x, t) + Ê(−)(x, t). (1.28)

The positive-frequency part is given by

Ê(+)(x, t) = i
1

V1/2

∑
k,s

(
~ω(k)

2ε0n2(k, s)

)1/2

Ek,se
i(k·x−ωt)âk,s, (1.29)

where all quantities are de�ned in the same manner as in the previous case
and âk,s stands for the annihilation operator of a photon with wave vector k
and polarization s. The Hermitian conjugate of the annihilation operator is
the creation operator â†k,s. These operators satisfy the following commutation
relations

4According to [2], the interaction rate is on the order of one pair per every 1012 incoming
photons.
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[
âks, â

†
k′s′

]
= δ

(3)
kk′δss′ ,[

âks, âk′s′
]

= 0,[
â†ks, â

†
k′s′

]
= 0. (1.30)

The negative-frequency part of the generated �eld is given as Hermitian con-
jugate of the positive-frequency part

Ê(−)(x, t) = Ê(+)†(x, t) (1.31)

We consider a crystal as a rectangular parallelepiped of sides l1, l2, l3 (and
volume V = l1l2l3) with a centre placed at the origin. We assume that the
crystal is embedded in a passive medium of the same refractive index to avoid
complications with refraction at the interface. The interaction Hamiltonian is
then given as

ĤI(t) =

ˆ
V
χ

(2)
lijE

(+)
l (x, t)Ê

(−)
i (x, t)Ê

(−)
j (x, t) d3x+ h.c., (1.32)

where h.c. stands for the Hermitian conjugate. Substituting for the �elds, we
obtain

ĤI(t) =
1

V3/2

∑
kp,sp

∑
ks,ss

∑
ki,si

χ
(2)
lij (ωp, ωs, ωi)(Ekp,sp)l(E∗ks,ss)i(E

∗
ki,si

)j

× gkp,spg∗ks,ssg
∗
ki,si

ei(ωs+ωi−ωp)t

×
ˆ
V

ei(kp−ks−ki)·xαkp,sp âks,ss â
†
ki,si

d3x+ h.c, (1.33)

where we have set

gk,s = i

(
~ω(k)

2ε0n2(k, s)

)1/2

. (1.34)

The interaction Hamiltonian can be used to write the state of the �eld in
the form

|ψ(t)〉 = exp

[
− i

~

ˆ t

0
Ĥ(t′) dt′

]
|0〉 , (1.35)

where |0〉 is the initial state (i.e. in the time t = 0 the signal and idler �eld
are in vacuum state). To �rst order in time, we can write

|ψ(t)〉 ≈ |0〉 − i

~
V t

V3/2

∑
kp,sp

∑
ks,ss

∑
ki,si

χ
(2)
lij (ωp, ωs, ωi)(Ekp,sp)l(E∗ks,ss)i(E

∗
ki,si

)j
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× sinc

(
1

2
(ωs + ωi − ωp)t

)
e

i
2

(ωs+ωi−ωp)t

×

[
3∏

m=1

sinc

(
1

2
(kp − ks − ki)mlm

)]
αkp,sp â

†
ks,ss

â†ki,si |0〉 , (1.36)

where sinc(x) = sinx/x.
Now, we make some simplifying assumptions (details can be found in [8�

10]):

1. We expect the interaction time long enough, so that the term
sinc

(
1
2(ωs + ωi − ωp)t

)
is signi�cant only when ωp = ωs + ωi.

2. The pump beam propagates along the z-axis and the crystal is large
enough in the x and y directions to allow to extend lx and ly to in�nity.
Then we can make the following replacement

3∏
m=1

sinc

(
1

2
(kp − ks − ki)mlm

)
= δ (qp − qs − qi)

× sinc ((kp − ks − ki)zL) , (1.37)

where qj = (kjx, kjy) is the transverse xy-component of kj and L = lz is
the thickness of the crystal.

3. The terms gk,s and χ
(2)
lij are slowly-varying functions of k, so that they

may be taken as constants and removed from integrals.

4. The quantization volume is large enough to allow us to replace the sum-
mations over momenta k by integrals.

5. We choose only one polarization of each photon to avoid the summations
over s.

These simpli�cations lead us to the expression

|ψ(t)〉 ≈ |0〉+ C
ˆ

d3ks

ˆ
d3kiΦ(qs,qi)â

†(ks)â
†(ki) |0〉 , (1.38)

where C contains all constants and Φ(qs,qi) is the so-called phase-matching
function

Φ(qs,qi) = α (qs + qi) sinc ((kp − ks − ki)zL) . (1.39)

Finally, we use the collinear approximation [9]. We assume the pump beam
having a narrow angular spectrum and the generated modes being observed
only in points close to the z-axis, so that |q| � |k| holds for all three modes.
Under these conditions we may write

(kp − ks − ki)z =
√
k2
p − q2

p −
√
k2
s − q2

s −
√
k2
i − q2

i
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≈ kp

(
1−

q2
p

2k2
p

)
− ks

(
1− q2

s

2k2
s

)
− ki

(
1− q2

i

2k2
i

)
, (1.40)

where we have employed the Taylor expansion up to the �rst order, assuming
q � k. For the near-degenerate case [10], we have ks ≈ ki ≈ kp/2, leading to

(kp − ks − ki)z ≈
|qs − qi|2

2kp
, (1.41)

where we have used
qp = |qs + qi|. (1.42)

The overall result for the phase-matching function then reads

Φ(qs,qi) = α(qs + qi)sinc

(
|qs − qi|2

2kp
L

)
, (1.43)

and we use it in the fourth chapter to �nd the Schmidt modes.
After presenting the basics for non-linear processes with particular em-

phasis on parametric down-conversion, we turn our attention to optical wave-
guide arrays.
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Chapter 2

SPDC in Waveguide Array

In this chapter we will present the description of spontaneous parametric down-
conversion taking part in an array of quadratic non-linear waveguides. In order
to proceed with this task, we have to introduce the linear coupled-mode theory,
describing the propagation of electromagnetic �eld in the waveguide array.

2.1 Linear Coupled-Mode Theory

First, we derive equations of motion describing the propagation of electro-
magnetic �elds in an array of adjacent waveguides (following [11, 12]). The
waveguides are mathematically represented as a small modi�cation of refractive
index n0. We start from the equation (1.8)

∆E− ε0µ0
∂2E

∂t2
= µ0

∂2P

∂t2
. (2.1)

We expect just the linear contribution of polarization P = P(1), so we may
employ the following relation

D = ε0E + P = ε0εE, (2.2)

where ε = n2 is the relative permittivity. This assumption allows us to write

∆E(x, t)− n2(x)

c2

∂2E

∂t2
= 0. (2.3)

Let the waveguides be oriented in such a way that the electromagnetic �eld
propagates along the z direction. The waveguides are fabricated by modify-
ing the refractive index of a homogeneous, isotropic slab along the x and y
direction. Let us denote by nj(x, y) = n0 + δnj(x, y) the refractive index dis-
tribution for the j-th waveguide, with n0 the unmodulated refractive index of
the bulk and δnj � n0 the localized perturbation at the position of the j-th
waveguide. The refractive index of the whole structure is then given by

n(x, y) = n0 +

N∑
j=1

δnj(x, y) (2.4)
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and its square

n2(x, y) ≈ n2
0 + 2

N∑
j=1

n0δnj(x, y) = n2
0 +

N∑
j=1

∆n2
j (x, y). (2.5)

Here we have neglected the terms δnj(x, y)δnk(x, y) and we have set ∆n2
j (x, y) =

2n0δnj(x, y), assuming

∆n2
j (x, y) =

{
n2
j (x, y)− n2

0

0

inside the j−th waveguide

elsewhere.
(2.6)

Let us denote Ej(x, y) the solution of unperturbed equation for the j-th
isolated waveguide(

∆⊥ +
ω2

c2
n2
j (x, y)

)
Ej(x, y) = β2

jEj(x, y), (2.7)

where βj stands for the corresponding propagation constant and the Laplace
operator is restricted just on the x and y directions ∆⊥ = ∂2/∂x2 + ∂2/∂y2 .
The corresponding propagating �eld in the isolated j-th waveguide is given by

Ej = Ej(x, y)e−i(ωt−βjz). (2.8)

We expect that the presence of other waveguides does not a�ect the transverse
modes Ej(x, y) of each waveguide and we approximate the total electric �eld
satisfying the wave equation (2.3) in the array by

E(x, t) =
∑
j=1

Aj(z)Ej(x, y)e−i(ωt−βjz) + c.c., (2.9)

where the mode amplitudes Aj(z).
Now, we derive the total power carried by the �eld at distance z. It is

obtained by integrating the z-component of the time-averaged Poynting vector
S = 1

2Re (E(x, t)×H∗(x, t)) over the cross-sectional area of the medium

P (z) =

¨
1

2
Re (E(x, t)×H∗(x, t)) · ẑ dx dy, (2.10)

where H(x, t) is the magnetic �eld and ẑ is a unit vector in the z-direction.
Let us assume that the modes obey to the normalization

αj

¨
Ej(x, y) · E∗j (x, y) dx dy = 1, (2.11)

where we have set
αj =

βj
2ωµ0

=
1

2
njcε0 ≈

1

2
cn0ε0. (2.12)
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Assuming¨
Ej(x.y) · E∗k(x.y) dx dy �

¨
Ej(x.y) · E∗j (x, y) dx dy, (2.13)

we may write

(z) ≈
N∑
j=1

|Aj(z)|2
(
αj

¨
|Ej(x, y)|2 dx dy

)
≈

N∑
j=1

|Aj(z)|2. (2.14)

Let the k-th waveguide is initially excited, then the input power reads

Ppeak = |Ak(0)|2. (2.15)

We derive the term ∆E(x, t). We employ the Fresnel approximation, lead-
ing to the omission of second derivatives of mode amplitudes ψj(z) due to their
slow change along the z-direction

∆E(x, t) ≈ 2i
N∑
j=1

βj
dAj(z)

dz
Ej(x, y)e−i(ωt−βjz)

+
N∑
j=1

Aj(z)
(

∆⊥Ej(x, y)
)

e−i(ωt−βjz)

−
N∑
j=1

β2
jAj(z)Ej(x, y)e−i(ωt−βjz)

= 2i
N∑
j=1

βj
dAj(z)

dz
Ej(x, y)e−i(ωt−βjz)

− ω2

c2

N∑
j=1

n2
j (x)Aj(z)Ej(x, y)e−i(ωt−βjz)

≈ 2i
N∑
j=1

βj
dAj(z)

dz
Ej(x, y)e−i(ωt−βjz) − ω2

c2
n2

0E(x, t)

− ω2

c2

N∑
j=1

∆n2
j (x)Aj(z)Ej(x, y)e−i(ωt−βjz), (2.16)

and we have used (2.7) and (2.6). With the help of (2.3) and (2.5), we obtain

2i
N∑
j=1

βj
dAj(z)

dz
Ej(x, y)e−i(ωt−βjz) ≈

≈ ω2

c2

N∑
j=1

∆n2
j (x)

(
E(x, t)−Aj(z)Ej(x, y)ei(ωt−βjz)

)
. (2.17)
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We multiply the last equation with E∗k (x, y) and integrate over the xy-plane,
obtaining

i
dAk(z)

dz
≈
ω2αk
2c2βk

N∑
l=1
l 6=j

Al(z)e
−i(βk−βl)z

N∑
j=1

¨
∆n2

j (x)E l(x, y) · E∗k(x, y) dx dy,

(2.18)
where we have used (2.5), (2.11) and (2.13). We assume that the mode distri-
butions and the refractive index perturbations are highly peaked around the
centre of the waveguides. Then, we can keep only integrals that involve nearest
neighbouring waveguides, which we denote as

Ωk ≈
ωε0

4

¨
∆n2

k±1(x)Ek(x, y) · E∗k(x, y) dx dy,

Ck,k±1 ≈
ωε0

4

¨
∆n2

k(x)Ek±1(x, y) · E∗k(x, y) dx dy. (2.19)

Now, we can write

i
dAk(z)

dz
≈ ΩkAk(z) + Ck,k−1Ak−1(z)e−i(βk−βk−1)z

+ Ck,k+1Ak+1(z)e−i(βk−βk+1)z. (2.20)

Setting Ak(z) = ak(z)e
iΩkz and β′k = βk + Ωk, we have

i
dak(z)

dz
+Ck,k−1ak−1(z)e−i(β′k−β

′
k−1)z+Ck,k+1ak+1(z)e−i(β′k−β

′
k+1)z ≈ 0. (2.21)

For identical waveguides (i.e. β′k = β0 and Ck,l = C), these equations are
simpli�ed to

i
dak(z)

dz
+ C (ak−1(z) + ak+1(z)) ≈ 0. (2.22)

We expect the solution in the form of a Bloch wave (details can be found in
[12, 13])

an(z) = a0 exp [i(nkxd+Kzz)] . (2.23)

Inserting this ansatz into the last equation we obtain

Kz = 2C cos(kxd), (2.24)

where d is the distance between individual waveguides and kx is the transverse
momentum. The quantity kxd is called normalized transverse momentum (or
normalized Bloch vector) and in the following, it will be denoted by k⊥. The
�nal result can be written as

E(+)(x, t) =
∑
j

a0Ej(x, y)e−i(ωt−βz)) (2.25)
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Figure 2.1: Dispersion relation of the Bloch waves in a waveguide array. It
is the dependence of the propagation vector β on the normalized transverse
momentum k⊥.

=
∑
j

a0Ej(x, y)e−i(ωt−(β0+Ω+2C cos(k⊥))z)).

So, we have derived the dispersion relation of the waveguide array

β = β0 + Ω + 2C cos(k⊥). (2.26)

Further, we will neglect the term Ω, because its contribution is small.
The solution of equation (2.22) can be found using the Fourier transform

ã(k⊥, z) =
1

2π

∑
j

aj(0)e−ijk⊥ . (2.27)

The inverse transform is given by

aj(z) =

ˆ π

−π
ã(k⊥, z)eijk dk⊥. (2.28)

2.2 Hamiltonian of the Interaction and Output States

Now, we make use of the results and approaches introduced in the preceding
paragraphs to derive the mathematical description of spontaneous parametric
down-conversion in an array of non-linear waveguides (following [14, 15]). Dur-
ing this process, the signal and idler photons are generated in the illuminated
waveguide and they subsequently spread to the neighbouring waveguides.

As we have derived in the previous section, the dispersion relation between
the propagation vector β and the normalized transverse momentum k⊥ = kxd
in the waveguide array with nearest neighbour coupling is given by

β(ω, k⊥) = β(0)(ω) + 2C(ω) cos(k⊥). (2.29)
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Employing this relation we are able to express the generated �eld in the n-th
waveguide as

Ê(+)
n (z, t) = Ê(−)†

n (z, t) = B

ˆ π

−π
dk⊥
ˆ +∞

−∞
dωeik⊥nei(β(ω,k⊥)z−ωt)â(ω, k⊥),

(2.30)
where the term B collects all constants and â(ω, k⊥) is the annihilation oper-
ator of the photon with frequency ω and transverse momentum k⊥. We have
also divided the �eld into the positive (+) and negative (−) frequency parts.

As in the case of the spontaneous parametric conversion in the bulk crystal,
the pump �eld is treated classically

E(+)
p,n (z, t) = E(−)∗

p,n (z, t) =

ˆ +∞

−∞
dωpAnα(ωp)e

i(β(0)(ωp)z−ωpt)

=

ˆ π

−π
dk⊥p

ˆ +∞

−∞
dωpÃ(k⊥p )α(ωp)e

ik⊥p nei(β(0)(ωp)z−ωpt). (2.31)

Note, that we have used the propagation constant for the isolated waveguide,
because we expect that the pump �eld does not couple to the neighbouring
waveguides (due to the frequency dependent coupling parameter C(ω) which
is for the pump photons small enough). The Bloch mode distribution Ã(k⊥p )
is given by the Fourier transform

Ã(k⊥p ) =
1

2π

∑
n

Ane−ik⊥p n, (2.32)

and An is the amplitude of the pump �eld in the n-th waveguide.
Now, we may express the interaction Hamiltonian as

ĤI(t) = χ(2)

ˆ 0

−L
dz
∑
n

(
E(+)
p,n (z, t)Ê(−)

n (z, t)Ê(−)
n (z, t) + h.c.

)
, (2.33)

where χ(2) expresses the second-order non-linearity of the material, L is the
length of the individual waveguide and h.c. stands for the hermitian conjugate.
We insert (2.30) and (2.31) into the last equation and perform the integration
in the z-coordinate

ĤI(t) =
ε0

2

ˆ 0

−L
dz
∑
n

χ(2)

[ˆ +∞

−∞
dωpAnα(ωp)e

i(β(0)(ωp)z−ωpt)

×B∗
ˆ π

−π
dk⊥s

ˆ +∞

−∞
dωse

−ik⊥s ne−i(β(ωs,k⊥s )z−ωst)â†(ωs, k
⊥
s )

×B∗
ˆ π

−π
dk⊥i

ˆ +∞

−∞
dωie

−ik⊥i ne−i(β(ωi,k
⊥
i )z−ωit)â†(ωi, k

⊥
i ) + h.c.

]
= ε0χ

(2)Lπ (B∗)2
ˆ +∞

−∞
dωp

ˆ π

−π
dk⊥s

ˆ +∞

−∞
dωs

ˆ π

−π
dk⊥i

ˆ +∞

−∞
dωi
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[
α(ωp)Ã(k⊥s + k⊥i )e−i(ωp−ωs−ωi)te−i∆β(ωp,ωs,ωi,k

⊥
s ,k
⊥
i )L

2

× sinc

(
∆β(ωp, ωs, ωi, k

⊥
s , k

⊥
i )
L

2

)
â†(ωs, k

⊥
s )â†(ωi, k

⊥
i ) + h.c.

]
,

(2.34)

where the subscripts p, s, i denote the pump, signal and idler photons and we
have set

∆β(ωp, ωs, ωi, k
⊥
s , k

⊥
i ) = β(0)(ωp)− β(ωs, k

⊥
s )− β(ωi, k

⊥
i ).

As we have mentioned in the previous chapter, the rate of the down-
conversion interaction is very low, thus we may employ the �rst order per-
turbation theory

|Ψ〉 ≈ |0〉 − i

~

ˆ +∞

−∞
Ĥ(t) |0〉 dt. (2.35)

The state is evaluated at a su�ciently long time after the interaction takes
place in the array, which allows us to extend the time integration to in�nity.
The input state was considered to be the vacuum. We are interested just in
the biphoton part of the state and therefore we drop the vacuum contribution.
After the appropriate renormalization, we may write

|Ψ〉 = N0

ˆ +∞

−∞
Ĥ(t) |0〉 dt. (2.36)

We perform the time-integration of the Hamiltonian (2.34)

N0

ˆ +∞

−∞
ĤI(t) dt = 2ε0χ

(2)Lπ2 (B∗)2N0

×
ˆ +∞

−∞
dωp

ˆ π

−π
dk⊥s

ˆ +∞

−∞
dωs

ˆ π

−π
dk⊥i

ˆ +∞

−∞
dωi

α(ωp)Ã(k⊥s + k⊥i )δ(ωp − ωs − ωi)e−i∆β(ωp,ωs,ωi,k
⊥
s ,k
⊥
i )L

2

× sinc

(
∆β(ωp, ωs, ωi, k

⊥
s , k

⊥
i )
L

2

)
â†(ωs, k

⊥
s )â†(ωi, k

⊥
i )

+ h.c.

=

ˆ π

−π
dk⊥s

ˆ +∞

−∞
dωs

ˆ π

−π
dk⊥i

ˆ +∞

−∞
dωi[

f(ωs, ωi, k
⊥
s , k

⊥
i )â†(ωs, k

⊥
s )â†(ωi, k

⊥
i ) + h.c.

]
, (2.37)

where δ(x) is the Dirac delta function. We have also set

f(ωs, ωi, k
⊥
s , k

⊥
i ) = Nα(ωp = ωs + ωi)Ã(k⊥s + k⊥i )e−i∆β(ωp=ωs+ωi,ωs,ωi,k

⊥
s ,k
⊥
i )L

2

× sinc

(
∆β(ωp = ωs + ωi, ωs, ωi, k

⊥
s , k

⊥
i )
L

2

)
, (2.38)
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where N collects all constants and it also guarantees the normalization of the
state. For simplicity, we will omit the �rst argument in the phase mismatch,
so in the following text we have

∆β(ωs, ωi, k
⊥
s , k

⊥
i ) = ∆β(ωp = ωs + ωi, ωs, ωi, k

⊥
s , k

⊥
i )

= β(0)(ωs + ωi)− β(ωs, k
⊥
s )− β(ωi, k

⊥
i ). (2.39)

Now, it is easy to write the �nal result

|Ψ〉 =

ˆ +∞

−∞
dωs

ˆ +∞

−∞
dωi

ˆ π

−π
dk⊥s

ˆ π

−π
dk⊥i f(ωs, ωi, k

⊥
s , k

⊥
i )

× â†(ωs, k⊥s )â†(ωi, k
⊥
i ) |0〉 . (2.40)

This form of the output state will be the starting point of all considerations in
the fourth chapter, where we calculate Schmidt modes of this state. In order
to achieve this goal, we introduce the concept of Schmidt decomposition in the
next chapter.
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Chapter 3

Schmidt Decomposition

3.1 Quantum Entanglement

Quantum mechanics postulates that the state space H of the composite system
is the tensor product of state spaces Hi of individual components

H = H1 ⊗H2 ⊗ . . .⊗Hn. (3.1)

Another postulate states that the superposition of states is always a state1.
As a consequence of these postulates there exist some states of composite

systems which can not be written in the form of a tensor product of states of in-
dividual components. We can illustrate this fact on simple case of two compon-
ent system, where the subsystems are identical particles. Let {|0〉 , |1〉} is the
orthonormal basis of both subsystems. Then (neglecting the requirement for
symmetry or antisymmetry of resulting vector) {|0〉 |0〉 , |0〉 |1〉 , |1〉 |0〉 , |1〉 |1〉}
is the orthonormal basis of whole system. But it is obvious that the vector

1√
2

(|0〉 |1〉+ |1〉 |0〉) =
1√
2


0
1
1
0

 (3.2)

can not be written as a product of states of individual components. To proof
that statement, let us assume that the factorization exists, so we may write

1√
2


0
1
1
0

 =

(
α
β

)
⊗
(
γ
δ

)
=


αγ
αδ
βγ
βδ

 , . (3.3)

1Generally this is not true because the realizable physical states may be limited by the
so-called superselection rules. But this situation is of no interest to this work, therefore we
assume that arbitrary superposition of physically realizable states is also realizable.
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where the vectors are represented in the bases introduced above. However,
this vector equation has no solution and therefore the discussed state is non-
factorizable.

Entangled states play a crucial role in quantum computation and quantum
information (for example the dense coding, Shor's factorization algorithm,
Grover's search algorithm, selected quantum key distribution protocols, etc.)
and are essential for quantum teleportation. Entanglement is the source of
strong correlations in some degrees of freedom of entangled particles.

The above de�nition of entanglement is valid only for the pure ones. There
exists generalization for mixed states but we do not introduce it because this
work deals only with pure states. In the next section, we discuss how to
quantify the amount of entanglement in quantum states.

3.2 Reduced States and von Neumann Entropy

As we have seen, for some states of the composite systems, we are not able to
assign pure states of individual subsystems because the state is not separable.
For this purpose, we introduce the idea of reduced density operator.

Let us have a two-component system AB with corresponding Hilbert space

H = HA⊗HB where
{∣∣∣f (A)

m

〉}M
m=1

,
{∣∣∣g(B)

n

〉}N
n=1

are the orthonormal bases of
the subsystems. Let the system be in the pure state described by the vector
|Ψ〉 ∈ H. Then, we may assign to the system the density operator

ρ̂ = |Ψ〉 〈Ψ| . (3.4)

The state of the subsystem A is then given as the partial trace over the basis
of the subsystem B

ρ̂A = TrB ρ̂ =
∑
n

〈
g(B)
n

∣∣∣ |Ψ〉 〈Ψ| ∣∣∣g(B)
n

〉
. (3.5)

We call ρ̂A reduced density operator of the subsystem A. Analogous de�nition
is valid for the subsystem B

ρ̂B = TrAρ̂ =
∑
m

〈
f (A)
m

∣∣∣ |Ψ〉 〈Ψ| ∣∣∣f (A)
m

〉
. (3.6)

For the state given by (3.2), we have

ρ̂A = ρ̂B =
1

2
(|0〉 〈0|+ |1〉 〈1|) . (3.7)

We see that the subsystems are in the mixed states albeit the whole system is
in the pure state.

In order to quantify the amount of entanglement, we introduce the concept
of von Neumann entropy, being a straightforward generalization of Boltzmann
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entropy in classical statistical mechanics [16]. It is de�ned for the state de-
scribed by the density operator ρ̂ as

S(ρ̂) = −Tr (ρ̂ ln ρ̂) . (3.8)

In the �nite-dimensional case, it can be calculated easily using the formula

S(ρ̂) = −
∑
n

λn lnλn, (3.9)

where λn are the eigenvalues of ρ̂ and we set 0 ln 0 = 0. In the case of in�nite
dimension, we have to employ the functional calculus

ρ̂ ln ρ̂ =

ˆ
λ lnλ dEρ(λ), (3.10)

where Eρ(λ) is the projection-valued measure satisfying

ρ̂ =

ˆ
λ dEρ(λ). (3.11)

The von Neumann entropy satis�es the so-called subadditive property [17],
meaning that for bipartite state of system AB represented by density operator
ρ̂, it holds

S(ρ̂) ≤ S(ρ̂A) + S(ρ̂B), (3.12)

where the equality holds if and only if the state is factorizable. This fact can
lead us to de�ne the index of correlation [16]

IC = S(ρ̂A) + S(ρ̂B)− S(ρ̂). (3.13)

But more often we meet with the de�nition of so-called entropy of entangle-
ment. For the given state |Ψ〉, we calculate the amount of entanglement as the
von Neumann entropy of the reduced state S(ρ̂A). We show in the following
section that the de�nition is independent of the choice of the subsystem, i.e.
S(ρ̂A) = S(ρ̂B). The value of S(ρ̂A) for the separable state |Ψ〉 =

∣∣∣f (A)
m

〉 ∣∣∣g(B)
n

〉
is zero because ρ̂A =

∣∣∣f (A)
m

〉〈
f

(A)
m

∣∣∣ is one-dimensional projector on the sub-

space spanned by
∣∣∣f (A)
m

〉
, and hence

S(ρ̂A) = −1 ln 1 = 0. (3.14)

On the other hand, to the maximum entangled state, it belongs the reduced
density operator represented (in the �nite-dimensional case) by diagonal matrix
ρA = diag

(
1
N ,

1
N , . . . ,

1
N

)
, where N is the order of the matrix. Then the von

Neumann entropy is given as

S(ρ̂A) = −
N∑
n=1

1

N
ln

1

N
= lnN. (3.15)
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There exist many other entanglement measures, de�ned for instance as a
distance of the state from the set of separable states. Further details can be
found in [18]. More detailed informations to reduced states (especially with
respect to in�nite-dimensional spaces) can be found in [19].

3.3 Schmidt Decomposition

In the following, we introduce the concept of Schmidt modes, Schmidt coef-
�cients and Schmidt number (named after Baltic German mathematician Er-
hard Schmidt). As we shall see, Schmidt decomposition is very useful when
manipulating with the entangled states.

Suppose that AB is a composite system consisting of subsystems A and B.

Let |Ψ〉 is the pure state of the system AB and let
{∣∣∣f (A)

m

〉}M
m=1

,
{∣∣∣g(B)

n

〉}N
N=1

are the orthonormal bases of the individual subsystems. Then we can write
the state |Ψ〉 in the form

|Ψ〉 =
∑
m,n

cm,n

∣∣∣f (A)
m

〉 ∣∣∣g(B)
n

〉
. (3.16)

It is possible to �nd two adjoint orthonormal bases
{∣∣∣ϕ(A)

m

〉}
,
{∣∣∣χ(B)

n

〉}
unique

for any given |Ψ〉, in which the double summation reduces to a single summa-
tion

|Ψ〉 =
∑
m

√
λm

∣∣∣ϕ(A)
m

〉 ∣∣∣χ(B)
m

〉
. (3.17)

This representation of the state |Ψ〉 is called the Schmidt decomposition
and the non-negative numbers

√
λm are called Schmidt coe�cients. The states{∣∣∣ϕ(A)

m

〉}
and

{∣∣∣χ(B)
n

〉}
are called adjoint Schmidt modes. Supposing the

normalization of the state |Ψ〉 to one, the Schmidt coe�cients also satisfy the
normalization condition

∑
m λm = 1.

The proof of this statement is based on the so-called singular value decom-
position theorem2. We start with the state in the form (3.16) and we de�ne
the matrix C = (ci,j) ∈ CM,N and assume N ≥ M . Now we can apply the
singular value decomposition algorithm on this matrix

C = UΣV †, (3.18)

2Let matrix A ∈ Cm,n with n ≥ m be given. Then there exists unitary matrices U ∈ Cn,n
and V ∈ Cm,m such that

A = UΣV ∗ with Σ =

(
Σr 0r,m−r

0n−r,r 0n−r,m−r

)
∈ Rn,m,

where Σr = diag (σ1, σ2, . . . , σr) is the diagonal matrix, σ1 ≥ σ2 ≥ . . . ≥ σr ≥ 0 and

r=rank (A). The proof of this statement can be found in [20].
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where U = (ui,j) ∈ CN,N , V = (vi,j) ∈ CM,M are unitary matrices and

Σ =

(
Σr 0r,m−r

0n−r,r 0n−r,m−r

)
∈ RN,M (3.19)

is a diagonal matrix, where Σr = diag
(√
λ1,
√
λ2, . . . ,

√
λr
)
,
√
λ1 ≥

√
λ2 ≥

. . . ≥
√
λr and 0m,n stands for (m × n) zero block. We can re-write (3.18) in

the form
cm,n =

∑
l

√
λlum,lv

∗
n,l, (3.20)

leading to
|Ψ〉 =

∑
l,m,n

√
λlum,lv

∗
n,l

∣∣∣f (A)
m

〉 ∣∣∣g(B)
n

〉
. (3.21)

We de�ne
∣∣∣ϕ(A)
l

〉
=
∑

m um,l

∣∣∣f (A)
m

〉
and

∣∣∣χ(B)
l

〉
=
∑

n v
∗
n,l

∣∣∣g(B)
n

〉
, allowing us

to write
|Ψ〉 =

∑
l

√
λl

∣∣∣ϕ(A)
l

〉 ∣∣∣χ(B)
l

〉
, (3.22)

which is the state in the Schmidt form (3.17).
So far, we have considered only �nite-dimensional spaces. However the ori-

ginal work of Erhard Schmidt [21] was focused on in�nite-dimensional spaces.
So, we brie�y outline the idea of Schmidt decomposition involving the in�nite-
dimensional spaces. We represent the state of the whole system in the form

Ψ(x, y) =
∑
m,n

cm,nf
(A)
m (x)g(B)

n (y), (3.23)

where
{
f

(A)
m (x)

}
m∈N

,
{
g

(B)
n (y)

}
n∈N

are the bases of the subsystems and x, y

are the continuous variables corresponding to the individual subsystems. We
expect that the state can be written in the decomposed form

Ψ(x, y) =
∑
m

√
λmϕ

(A)
m (x)χ(B)

m (y), (3.24)

where
{
ϕ

(A)
m (x)

}
m∈N

and
{
χ

(B)
n (y)

}
n∈N

are new orthonormal bases of the

Schmidt modes. We assume the state to be normalized to oneˆ
dx

ˆ
dy|Ψ(x, y)|2 = 1. (3.25)

Then, the Schmidt modes can be found, solving the coupled integral equa-
tions. We need to multiply (3.24) by ϕ(A)∗

n (x) (or by χ(B)∗
n (y) respectively)

and integrate over x (over y) to obtain
ˆ

dxΨ(x, y)ϕ(A)∗
n (x) =

∑
m

√
λmχ

(B)
m (y)

ˆ
dxϕ(A)

m (x)ϕ(A)∗
n (x) =

√
λnχ

(B)
n (y),
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ˆ
dyΨ(x, y)χ(B)∗

n (y) =
∑
m

√
λmϕ

(A)
m (x)

ˆ
dyχ(B)

m (y)χ(B)∗
n (y) =

√
λnϕ

(A)
n (x),

(3.26)

where we have used the orthonormality of the Schmidt modes. So, we have seen
that, according to the original work of Erhard Schmidt, the Schmidt modes
can be found as the eigenfunctions of the coupled integral equations, kernels
of which are given by the bipartite wave function.

Another de�nition of Schmidt modes works with the reduced density matrices.
First of all, the density matrix of the whole system is constructed

ρ(x, y;x′, y′) = Ψ(x, y)Ψ†(x′, y′). (3.27)

Subsequently, the reduced density matrices are obtained by integration over
one of two variables

ρA(x, x′) =

ˆ
dyρ(x, y;x′, y),

ρB(y, y′) =

ˆ
dxρ(x, y;x, y′). (3.28)

The Schmidt modes are then de�ned as the eigenfunction of two integral
equations with kernels given by the reduced density matricesˆ

dxρA(x, x′)ϕ(A)
n (x′) = λnϕn(x),

ˆ
dxρB(y, y′)χ(B)

n (y′) = λnχn(x). (3.29)

The Schmidt decomposition of the reduced density matrices reads (with the
help of (3.24))

ρA(x, x′) =
∑
n

λnϕ
(A)
n (x)ϕ(A)∗

n (x′),

ρB(y, y′) =
∑
n

λnχ
(B)
n (y)χ(B)∗

n (y′). (3.30)

These de�nitions, both employing the integral equations, are almost equi-
valent. However, the de�nition via the reduced density matrix is invariant
to addition of arbitrary phase factor eiφ, φ ∈ R to any given Schmidt mode
(the de�ning equation will be still ful�lled). In contrast, the �rst mentioned
de�nition determines the Schmidt modes completely (including their phase).
Further details can be found in [22].

3.4 Schmidt number

Now, when we have introduced the Schmidt modes, we can de�ne another
entanglement measure for the bipartite states � the Schmidt number. Having
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the state in the form of Schmidt decomposition (3.17)

|Ψ〉 =
∑
m

√
λm

∣∣∣ϕ(A)
m

〉 ∣∣∣χ(B)
m

〉
, (3.31)

it is very easy to calculate the quantity

K =
1∑
m λ

2
m

. (3.32)

This number is called the Schmidt number and, as we have mentioned, it can
be understood as another entanglement measure.

We compare both measures on the case of bipartite system AB, consisting

of two-level particles. Let
{∣∣∣ϕ(A)

i

〉}2

i=1
and

{∣∣∣χ(B)
j

〉}2

j=1
are the bases con-

sisting of the adjoint Schmidt modes, so the state of the system can be written
as

|Ψ〉 =
√
λ1

∣∣∣ϕ(A)
1

〉 ∣∣∣χ(B)
1

〉
+
√
λ2

∣∣∣ϕ(A)
2

〉 ∣∣∣χ(B)
2

〉
. (3.33)

It follows that the reduced density operators can be represented by matrices

ρA = ρB =

(
λ1 0
0 λ2

)
. (3.34)

Because the condition λ1 + λ2 = 1 holds, we can parametrize the state setting
λ1 = λ and λ2 = 1 − λ, where λ ∈ [0, 1]. The von Neumann entropy is then
given by

S(ρA) = S(ρB) = −λ lnλ− (1− λ) ln(1− λ), (3.35)

while the Schmidt number is

K =
1

λ2 + (1− λ)2
. (3.36)

The plot of both measure is on Figure 3.1 where we can see that they share
the same intervals of increase and decrease, as would be expected.

As we said, we show that the von Neumann entropy of the reduced state
is independent of the choice of the subsystem whose basis is used in the op-
eration of the partial trace. From the existence of Schmidt decomposition,
it immediately follows that the reduced density operators can be represented
as ρA = ρB = diag (λ1, λ2, . . . , λN), where λn are the squares of the Schmidt
coe�cients, and hence S(ρA) = S(ρB).

Having introduced the Schmidt decomposition, we can move to the next
chapter where we look for the Schmidt modes of parametric down-conversion
in bulk crystals and in waveguide arrays.
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Figure 3.1: Comparison of entanglement measures (von Neumann entropy of
the reduced state in blue and Schmidt number in orange) for the bipartite state
given by 3.33 for λ1 = λ and λ2 = 1− λ.
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Chapter 4

Schmidt Modes of SPDC

4.1 Schmidt Modes of SPDC in Bulk Crystal

In this section, we will present how to obtain analytically the Schmidt modes
of SPDC in bulk crystal, following [23, 24]. We start with the biphoton state
given by (1.38), where the phase-matching function Φ is given by (1.43)

Φ(qs,qi) = Nα(qs + qi)sinc

(
|qs − qi|2

2kp
L

)
,

where N stands for the normalization and we expect α(qs +qi) in the form of
a Gaussian. Then we have

Φ(qs,qi) = N exp

[
−|qs + qi|2

σ2

]
sinc

(
|qs − qi|2

2kp
L

)
. (4.1)

To obtain analytic solution, we replace the sinc function by its Gaussian ap-
proximation

Φ(qs,qi) = N exp

[
−|qs + qi|2

σ2

]
exp

[
−b2|qs − qi|2

]
, (4.2)

where

b =
1

2

√
L

kp
. (4.3)

Now, we have two options how to perform the decomposition. The �rst one is
employing the Hermite polynomials (decomposition in Cartesian coordinates)
and the second one uses the Laguerre polynomials (decomposition in polar
coordinates).

4.1.1 Decomposition in Cartesian Coordinates

First, we use the Hermite polynomials to �nd the decomposition. For this
purpose we need to evaluate the following generating function (for details, see
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[25])

+∞∑
n=0

Hn(x)Hn(y)

n!
tn =

=

+∞∑
n=0

bn/2c∑
k=0

(−1)kn!(2x)n−2k

k!(n− 2k)!

Hn(y)tn

n!

=
+∞∑
n=0

+∞∑
k=0

(−1)k(2x)nHn+2k(y)tn+2k

k!n!

=
+∞∑
k=0

(
+∞∑
n=0

Hn+2k(y)(2xt)n

n!

)
(−1)kt2k

k!

= exp
[
4xyt− 4x2t2

] +∞∑
k=0

(−1)kH2k(y − 2xt)t2k

k!

= exp
[
4xyt− 4x2t2

]
×

+∞∑
k=0

k∑
l=0

(−1)k+l22k(1
2)k(2y − 4xt)2k−2lt2k

l!(2k − 2l)!

= exp
[
4xyt− 4x2t2

]
×

+∞∑
k=0

+∞∑
l=0

(−1)k22k+2l(1
2)k+l(2y − 4xt)2kt2k+2l

l!(2k)!

= exp
[
4xyt− 4x2t2

]
×

+∞∑
k=0

+∞∑
l=0

(−1)k22l(1
2)k+l(2y − 4xt)2kt2k+2l

l!k!(1
2)k

= exp
[
4xyt− 4x2t2

]
×

+∞∑
k=0

(
+∞∑
l=0

(1
2 + k)l2

2lt2l

l!

)
(−1)k(2y − 4xt)2kt2k

k!

= exp
[
4xyt− 4x2t2

] +∞∑
k=0

(−1)k(2y − 4xt)2kt2k

k!(1− 4t2)1/2+k

= (1− 4t2)−1/2 exp

[(
−4t2

1− 4t2

)(
x2 + y2 − 1

t
xy

)]
,

(4.4)

where Hn(x) is the n-th order Hermite polynomial. We introduce the so-called
Hermite-Gaussian polynomials

hn(Γx) =

√
Γ

n!2n
√
π

e−Γ2x2/2Hn(Γx), (4.5)

39



where Γ is the scaling factor. Using (4.4), it is easy to write

+∞∑
n=0

hn(Γx)hn(Γy)tn =
+∞∑
n=0

√
Γe−Γ2x2/2Hn(Γx)

(n!2n
√
π)1/2

√
Γe−Γ2y2/2Hn(Γy)

(n!2n
√
π)1/2

tn

=
Γe−Γ2(x2+y2)/2

√
π

+∞∑
n=0

Hn(Γx)Hn(Γy)

n!

(
t

2

)n
=

Γe−Γ2(x2+y2)/2

√
π

(1− t2)−1/2

× exp

[(
− t2

1− t2

)(
Γ2x2 + Γ2y2 − 2

t
Γ2xy

)]
=

Γ√
π

(1− t2)−1/2

× exp

[(
−Γ2

2

1 + t2

1− t2

)(
x2 + y2 − 2

(
2t

1 + t2

)
xy

)]
.

(4.6)

We re-write equation (4.2) as

Φ(qs,qi) = N exp

[
−
(
b2 +

1

σ2

)(
q2
s1 + q2

i1

)
+ 2

(
b2 − 1

σ2

)
qs1qi1

]
× exp

[
−
(
b2 +

1

σ2

)(
q2
s2 + q2

i2

)
+ 2

(
b2 − 1

σ2

)
qs2qi2

]
, (4.7)

where qs = (qs1, qs2) and qi = (qi1, qi2). Setting

G = b2 +
1

σ2
,

η =
b2σ2 − 1

b2σ2 + 1
, (4.8)

we may write

Φ(qs,qi) = N exp
[
−G

(
q2
s1 + q2

i1 − 2ηqs1qi1
)]

exp
[
−G

(
q2
s2 + q2

i2 − 2ηqs2qi2
)]
.

(4.9)

Comparing the last expression with (4.6), we have to set

G =
Γ2

2

1 + t2

1− t2
,

η =
2t

1 + t2
. (4.10)

These relation can be inverted, leading to

t =
|Gη|

|G+ Γ2/2|
=
|bσ − 1|
|bσ + 1|

,
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Figure 4.1: Plot of the �rst �ve Hermite-Gaussian polynomials, given by (4.5),
for value Γ = 1.

Γ =

√
4b

σ
. (4.11)

Finally, we may express the state in the form of the Schmidt decomposition

Φ(qs,qi) = N (1− t2)
∑
m,n

tm+nhm(Γqs1)hm(Γqi1)hn(Γqs2)hn(Γqi2). (4.12)

Plots of �rst few Hermite-Gaussian polynomials are on Figure 4.1.

4.1.2 Decomposition in Polar Coordinates

We transform the state (4.2) from the Cartesian coordinates to the polar co-
ordinates q = (ρ cos(ϕ), ρ sin(ϕ)) leading to

Φ = N exp

[
−|q

′
s + q′i|2

σ2

]
exp

[
−b2|q′s − q′i|2

]
= N exp

[
−ρ

2
s + ρ2

i + 2ρsρi (cosϕs cosϕi + sinϕs sinϕi)

σ2

]
× exp

[
−b2

(
ρ2
s + ρ2

i − 2ρsρi (cosϕs cosϕi + sinϕs sinϕi)
)]

= N exp

[
−ρ

2
s + ρ2

i + 2ρsρi cos(ϕs − ϕi)
σ2

]
× exp

[
−b2

(
ρ2
s + ρ2

i − 2ρsρi cos(ϕs − ϕi)
)]

=N exp

[
−
(
ρ2
s + ρ2

i

)(
b2 +

1

σ2

)]
exp

[
2ρsρi cos(ϕs − ϕi)

(
b2 − 1

σ2

)]
.

(4.13)

We utilize that the function is dependent just on the di�erence of the angular
variables ϕs − ϕi and we perform Fourier transform

Φ =

+∞∑
j=−∞

√
PjFj(ρs, ρi)e

ij(ϕs−ϕi), (4.14)
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where the Fourier components are given by

√
PjFj(ρs, ρi) =

1

2π
N exp

[
−
(
ρ2
s + ρ2

i

)(
b2 +

1

σ2

)]
×
ˆ π

−π
d(ϕs − ϕi) exp

[
2ρsρi

(
b2 − 1

σ2

)
cos(ϕs − ϕi)

]
× e−ij(ϕs−ϕi). (4.15)

According to [26] the j-th order modi�ed Bessel function of the �rst kind
can be expressed for any integer j in the form

Ij(z) =
1

π

ˆ π

0
ez cosϕ cos jϕ dϕ. (4.16)

It follows that√
PjFj(ρs, ρi) = N exp

[
−
(
ρ2
s + ρ2

i

)(
b2 +

1

σ2

)]
I|j|

(
2ρsρi

(
b2 − 1

σ2

))
.

(4.17)
Now, we use the following identity

+∞∑
p=0

µ2pr(j)
p (x)r(j)

p (y) =
|µ|−|j|

1− µ2
e
−x

2+y2

2
1+µ2

1−µ2 I|j|

(
2xy

|µ|
µ2 − 1

)
, (4.18)

where the Laguerre-Gaussian polynomials are given by

r(j)
p (x) =

√
2p!

(p+ |j|)!
e−

x2

2 x|j|L(|j|)
p (x2) (4.19)

and L(j)
p are the generalized Laguerre polynomial. The proof of (4.18) can be

found in [27]. We rescale the Laguerre-Gaussian polynomials r(j)
p (ρ)→ r

(j)
p (Γρ)

and comparing the equations (4.17) and (4.18) leads us to the requirements

Γ2 |µ|
µ2 − 1

= b2 − 1

σ2
,

Γ2

2

1 + µ2

1− µ2
= b2 +

1

σ2
. (4.20)

These equations are satis�ed for

µ2 =

(
1− bσ
1 + bσ

)2

,

Γ =

√
4b

σ
. (4.21)
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Figure 4.2: First few Laguerre-Gaussian polynomials given by (4.19). Again,
we have set Γ = 1.

Finally, we may write

Φ = N (1− µ2)

+∞∑
j=−∞

+∞∑
p=0

µ2p+|j|r(j)
p (Γρs)e

ijϕsr(j)
p (Γρi)e

−ijϕi . (4.22)

On Figure 4.2, we plot �rst few Laguerre-Gaussian polynomials. The ques-
tion of equivalence of the calculated Schmidt bases is discussed in [24].

4.2 Schmidt Modes of SPDC in Waveguide Array

In this section, we derive the Schmidt modes of parametric down-conversion in
an waveguide array. We start with the biphoton SPDC given by (2.40) and we
add two additional factors F (ωs), F (ωi) representing the spectral �lters placed
in front of the detectors

f(ωs, ωi, k
⊥
s , k

⊥
i ) = Nα(ωs + ωi)F (ωs)F (ωi)

∑
n

Ane−i(k⊥s +k⊥i )n

× e−i∆β(ωs,ωi,k
⊥
s ,k
⊥
i )L

2 sinc

(
∆β(ωs, ωi, k

⊥
s , k

⊥
i )
L

2

)
. (4.23)

We expect the spectral shape of the pump and the �ltering functions as Gaus-
sians

α(ωs + ωi)F (ωs)F (ωi) = exp

[
−(ωs + ωi − ω0)2

2σ2
p

]
exp

[
−(ωs − ω1)2

2σ2
s

]
× exp

[
−(ωi − ω2)2

2σ2
i

]
, (4.24)

where ωj is the central frequency and σj is the standard deviation of the
distribution. We expect that the condition ω0 ≈ ω1 + ω2 holds (representing
the energy conservation). Our state is then given by

f(ω̃s, ω̃i, k
⊥
s , k

⊥
i ) ≈ N exp

[
− ω̃

2
s + ω̃2

i

2σ2

]∑
n

Ane−i(k⊥s +k⊥i )n
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×
ˆ 1

0
dt exp

[
−i∆β(ω̃s, ω̃i, k

⊥
s , k

⊥
i )Lt

]
, (4.25)

where we have employed the following identity1

e−ix
2 sinc

(x
2

)
=

ˆ 1

0
dte−ixt, (4.26)

and we have set ω̃s = ωs−ω1 and ω̃i = ωi−ω2. We approximate the frequency-
dependent part of the phase-mismatch

∆β(0)(ωs, ωi) = β(0)
p (ωs + ωi)− β(0)(ωs)− β(0)(ωi) (4.27)

by its Taylor expansion up to the �rst order and we replace the coupling
coe�cients C(ω) by constants Cs = C(ω1)L, Ci = C(ω2)L, leading to

∆β(ω̃s, ω̃i, k
⊥
s , k

⊥
i )L ≈ a+ bsω̃s + biω̃i − 2Cs cos(k⊥s )− 2Ci cos(k⊥i ), (4.28)

where

a = ∆β(0)(ω1, ω2)L,

bj =
∂
(
∆β(0)(ωs, ωi)

)
∂ωj

∣∣∣∣∣
ωs=ω1,ωi=ω2

L. (4.29)

Note, that we have incorporated the waveguide length L into the constants for
simplicity. We may rewrite (4.25) as

f(ω̃s, ω̃i, k
⊥
s , k

⊥
i ) ≈ N

∑
n

Ane−i(k⊥s +k⊥i )n

×
ˆ 1

0
dte−iat exp

[
−
(

1

2σ2
p

+
1

2σ2
s

)
ω̃2
s − ibstω̃s

]
× exp

[
− 1

σ2
p

ω̃sω̃i

]
exp

[
−
(

1

2σ2
p

+
1

2σ2
i

)
ω̃2
i − ibitω̃i

]
× exp

[
i
(

2Cs cos(k⊥s ) + 2Ci cos(k⊥i )
)
t
]
. (4.30)

Now, we calculate the Fourier coe�cients with respect to the orthonormal
bases

{√
Γ

2nn!
√
π

e−Γ2ω2/2Hn(Γω)
}
n∈N

and
{

1√
2π

eilk⊥
}
l∈Z

. The �rst one con-

tains orthonormal Hermite-Gaussian polynomials which are used for the de-
composition in the frequency coordinates ω̃s and ω̃i. The parameter Γ is the
scaling factor and we specify it later. The second basis contains trigonometric
polynomials and it will be used for the decomposition in the spatial coordinates
k⊥s and k⊥i . Thus, let us set

cj,k,l,m =

ˆ +∞

−∞
dω̃s

ˆ +∞

−∞
dω̃s

ˆ π

−π
dk⊥s

ˆ π

−π
dk⊥i

√
Γs

2kk!
√
π

e−Γ2
s ω̃

2
s /2Hj(Γsω̃s)

1In fact, we are returning to (2.34) when the integration in the z coordinate has been
performed.
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×

√
Γi

2ll!
√
π

e−Γ2
i ω̃

2
i /2Hk(Γiω̃i)

e−ilk⊥s
√

2π

e−imk⊥i
√

2π
f(ω̃s, ω̃i, k

⊥
s , k

⊥
i )

=
N
2π

√
ΓsΓi

2j+kj!k!π

∑
n

An

ˆ 1

0
dte−iat

×
ˆ π

−π
dk⊥s e−i(l+n)k⊥s exp

[
i2Cst cos(k⊥s )

]
×
ˆ π

−π
dk⊥i e−i(m+n)k⊥i exp

[
i2Cit cos(k⊥i )

]
×
ˆ +∞

−∞
dω̃i exp

[
−
(

1

2σ2
p

+
1

2σ2
i

+
Γ2
i

2

)
ω̃2
i − ibitω̃i

]
Hk(Γiω̃i)

×
ˆ +∞

−∞
dω̃s exp

[
−
(

1

2σ2
p

+
1

2σ2
s

+
Γ2
s

2

)
ω̃2
s −

(
1

σ2
p

ω̃i + ibst

)
ω̃s

]
×Hj(Γsω̃s). (4.31)

Once more, we employ (4.16) and we set the scaling factor Γs such, that

1

2σ2
p

+
1

2σ2
s

+
Γ2
s

2
= Γ2

s (4.32)

holds, i.e. Γs =
√

1/σ2
p + 1/σ2

s . Under this condition, we may use the so-called

Rodrigues formula [25]

e−x
2
Hn(x) = (−1)n

dn

dxn

(
e−x

2
)

(4.33)

and we may write

cj,k,l,m = 2πN

√
ΓsΓi

2j+kj!k!π

∑
n

An

ˆ 1

0
dte−iatI|l+n|(i2Cst)I|m+n|(i2Cit)

×
ˆ +∞

−∞
dω̃i exp

[
−
(

1

2σ2
p

+
1

2σ2
i

+
Γ2
i

2

)
ω̃2
i − ibitω̃i

]
Hk(Γiω̃i)

×
ˆ +∞

−∞
dω̃s exp

[
−
(

1

σ2
p

ω̃i + ibst

)
ω̃s

]
(−1)j

Γjs

dj

dω̃js j

(
e−Γ2

sω̃
2
s

)
.

(4.34)

We perform j-times integration by parts in the ω̃s coordinate

cj,k,l,m =
(−1)j2πN

Γjs

√
ΓsΓi

2j+kj!k!π

∑
n

An

ˆ 1

0
dte−iatI|l+n|(i2Cst)I|m+n|(i2Cit)

×
ˆ +∞

−∞
dω̃i exp

[
−
(

1

2σ2
p

+
1

2σ2
i

+
Γ2
i

2

)
ω̃2
i − ibitω̃i

]
Hk(Γiω̃i)
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×
(

1

σ2
p

ω̃i + ibst

)j ˆ +∞

−∞
dω̃s exp

[
−
(

1

σ2
p

ω̃i + ibst

)
ω̃s

]
e−Γ2

sω̃
2
s

=
(−1)j2πN

Γjs

√
ΓsΓi

2j+kj!k!π

∑
n

An

ˆ 1

0
dte−iatI|l+n|(i2Cst)I|m+n|(i2Cit)

×
ˆ +∞

−∞
dω̃i exp

[
−
(

1

2σ2
p

+
1

2σ2
i

+
Γ2
i

2

)
ω̃2
i − ibitω̃i

]
Hk(Γiω̃i)

×
(

1

σ2
p

ω̃i + ibst

)j√ π

Γ2
s

exp

[
1

4Γ2
s

(
1

σ2
p

ω̃i + ibst

)2
]
, (4.35)

allowing us to easily evaluate the Gaussian integral.
We set also the scaling factor Γi, so we may use the Rodrigues formula

again. We rearrange the arguments of the exponential functions

cj,k,l,m =
(−1)j2πN

Γjs

√
Γi

2j+kj!k!Γs

∑
n

An

ˆ 1

0
dte−iat−b2st2/4Γ2

s

× I|l+n|(i2Cst)I|m+n|(i2Cit)

×
ˆ +∞

−∞
dω̃i exp

[
−
(

1

2σ2
p

+
1

2σ2
i

− 1

4Γ2
sσ

4
p

+
Γ2
i

2

)
ω̃2
i

]
Hk(Γiω̃i)

×
(

1

σ2
p

ω̃i + ibst

)j
exp

[
i

(
bs

2Γ2
sσ

2
p

− bi
)
tω̃i

]
, (4.36)

leading to requirement

1

2σ2
p

+
1

2σ2
i

− 1

4Γ2
sσ

4
p

+
Γ2
i

2
= Γ2

i . (4.37)

Now, we can apply the Rodrigues formula and after the k-times integration by
parts we have

cj,k,l,m =
(−1)j2πN

ΓjsΓki

√
Γi

2j+kj!k!Γs

∑
n

An

ˆ 1

0
dte−iat−b2st2/4Γ2

s

× I|l+n|(i2Cst)I|m+n|(i2Cit)

×
ˆ +∞

−∞
dω̃i

dk

dω̃ki

((
1

σ2
p

ω̃i + ibst

)j
exp

[
i

(
bs

2Γ2
sσ

2
p

− bi
)
tω̃i

])
e−Γ2

i ω̃
2
i .

(4.38)

Using this �nal formula, the Fourier coe�cients cj,k,l,m can be easily cal-
culated numerically. We calculate them for the �nite set of indices and then
use the singular value decomposition algorithm to �nd the Schmidt modes and
Schmidt numbers. To perform the decomposition we de�ne the matrix D with
the elements

Djk = cbj/(2M+1)c,bk/(2M+1)c,j−bj/(2M+1)c(2M+1)−M,k−bk/(2M+1)c(2M+1)−M ,
(4.39)
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where bjc is the integer part of the number j andM is related to the cut-o� in
the momentum domain � we calculate the coe�cients with respect to the set{

1√
2π

eilk⊥
}M
l=−M

. The indices j, k satisfy j, k ∈ {0, 1, . . . , (2M + 1)N − 1},
where N is related to the cut-o� in the frequency domain � we are tak-
ing into consideration only Hermite-Gaussian polynomials from the �nite set{√

Γ
2nn!
√
π

e−Γ2ω2/2Hn(Γω)
}N−1

n=0
. Thus the matrix D has the following form

D =



c0,0,−M,−M · · · c0,0,−M,M · · · c0,N−1,−M,M
...

. . .
...

c0,0,M,−M · · · c0,0,M,M
...

...
. . .

cN−1,0,M,−M · · · cN−1.N−1,M,M


. (4.40)

Then we �nd the matrices U, Σ, V such that

D = (dl,m) = UΣV †, (4.41)

where U = (ui,j), V = (vi,j) are unitary matrices and Σ = diag
(√

λj
)
is the

diagonal matrix. The Schmidt modes are given by

gj(ω̃s, k
⊥
s ) =

(2M+1)N−1∑
l=0

ul,jGl(ω̃sk
⊥
s ),

hj(ω̃i, k
⊥
i ) =

(2M+1)N−1∑
m=−N

v∗m,jHm(ω̃i, k
⊥
i ). (4.42)

where we have set

Gj(ω̃s, k
⊥
s ) =

√
Γs

2bj/(2M+1)c+1 (bj/(2M + 1))!π
e−Γ2

sω̃
2
s/2Hbl/(2M+1)c(Γsω̃s)

× exp
[
i (j − bj/(2M + 1)c(2M + 1)−M) k⊥s

]
,

Hj(ω̃i, k
⊥
i ) =

√
Γi

2bj/(2M+1)c+1 (bj/(2M + 1))!π
e−Γ2

i ω̃
2
i /2Hbl/(2M+1)c(Γiω̃i)

× exp
[
i (j − bj/(2M + 1)c(2M + 1)−M) k⊥i

]
. (4.43)

The decomposition then reads

f(ω̃s, ω̃i, k
⊥
s , k

⊥
i ) ≈

(2M+1)N−1∑
j=0

√
λjgj(k

⊥
s )hj(k

⊥
i ). (4.44)

The question of the e�ect of the cut-o� was discussed in [28], identifying
two sources of error. The �rst one is the truncation error. It decreases with the
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growingM and N (the Fourier coe�cients cj,k,l,m tends to zero for j, k, l,m→
+∞) and it is also a�ected by the particular choice of the orthonormal bases
(this choice determines the speed of convergence). The second source of error
is the numerical error in calculating the coe�cients cj,k,l,m and the error when
performing the singular value decomposition.

The Schmidt modes obtained by the method described above are presented
in the following chapter.
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Chapter 5

Numerical Results

The Schmidt modes and the Schmidt numbers were computed by the Math-
ematica software [29] for various input parameters, altering the wavelengths
of generated photons and the illumination pattern. First, we introduce the
parameters employed in our model (experimentally motivated and originally
introduced in [14]), then we present three model cases.

5.1 Simulation Parameters

For the calculation of the Schmidt modes we have used parameters introduced
in [14]. We expect the central wavelength of the pump at λp = 775.0 nm and
the bandwidth 0.8 nm, while the bandwidth of the detectors is expected to be
0.1 nm.

The spectral phase-mismatch is given by (4.27). We expect the quasi-
phase-matching (1.21)

∆β(0)(ωs, ωi) = β(0)
p (ωs + ωi)− β(0)(ωs)− β(0)(ωi)−

2π

Λ
,

where the poling period Λ is chosen such, that the perfect phase-matching is
obtained for degenerate photon pairs at λs = λi = 1550 nm. We expect the
pump photons having the extraordinary polarization and the signal and idler
photons having the ordinary polarization.

For calculating the propagation constants β(0)(ω) = ωn(ω)/c, we have used
the wavelength- and temperature-dependent Sellmeier equations [30], describ-
ing the refractive index

n2
i = A1 +

A2 +B1F

λ2 − (A3 +B2F )2
+B3F −A4λ

2, (5.1)

where λ is the wavelength in micrometers. The temperature dependency is
given by

F (T ) = (T − T0)(T + T0 + 546),
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no ne

A1 4.9048 4.5820

A2 0.11775 0.09921

A3 0.21802 0.21090

A4 0.027153 0.021940

B1 2.2314× 10−8 5.2716× 10−8

B2 −2.9671× 10−8 −4.9143× 10−8

B3 2.1429× 10−8 2.2971× 10−7

Table 5.1: The parameters from Sellmeier equation (5.1) for ordinary (no) and
extraordinary (ne) refractive indices. Taken from [30].

Figure 5.1: Form of electric �elds for a rectangular refractive index pro�le.
Taken from [14].

where T is the temperature in degrees Celsius and T0 = 24.5 °C. For all
simulations, we use the temperature value T = 185.0 °C. The values of the
coe�cients A are given in table 5.1.

To calculate the frequency dependent coupling constants, we have adopted
the approach introduced in [14]. As we have derived in the second chapter, the
coupling coe�cient is given by (2.19) as the overlap integral from the mode
of one of waveguides with the mode in the neighbouring waveguide. We can
re-express the coupling in the terms of wavelength as

C(λ) ≈ C0
2π

λ

ˆ
∆n2

k(x)E2(x) · E∗1(x) dx. (5.2)

We assume a simple model for the waveguide modes (see Figure 5.1) , consid-
ering only the exponential part of the evanescent �eld

E1(x) = E10e−γx,

E2(x) = E20eγ(x−d),

where E i0 are the amplitudes of the electric �eld and γ is the damping factor.
The solution of 5.2 can be written as

C(λ) = C 1

λ
exp

[
−γ0

n(λ)

λ

]
,
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Figure 5.2: The plot of the coupling constant C(λ) for values C = 13·10−2, γ0 =
4.9 · 10−6 m.

where we have expected the damping factor dependency as γ ∝ n(λ)/λ. The
constant C depends on the width w of the waveguides, on their pro�les and
on the refractive index di�erence between the waveguide and substrate and
constant γ0 depends on the distance between the waveguides and their mode
pro�les. We used the values C = 13 · 10−2 and γ0 = 4.9 · 10−6 m. The plot for
these values is on Figure 5.2.

We have set the cut-o�s M = 34, N = 10, meaning that we are manipu-
lating with the square matrix D, given by (4.39), of the order 690.

5.2 Calculated Modes

In this section, we present three cases used for the decomposition given by
(4.44). Comparison of these model cases shows the dependency of the Schmidt
modes on the input parameters.

1. First, we study the degenerate case λs = λi = 1550.00 nm with single-
channel pump A0 = 1. The plots of calculated Schmidt modes are on
Figure 5.3. We can see that the adjoint modes seem identical, as would
be expected due to the interchangeability of the photons. The Schmidt
number has value K = 2.32.

2. Next case is focused on photon pair with di�erent frequencies (see Figure
5.4). We have selected λs = 1550.00 nm and λi = 1603.45 nm . As in
the previous case, we assume the single-channel pump A0 = 1. We
can identify clear di�erences between the signal and idler modes which
are consequence of di�erent values of propagation constants Cs, Ci and
coe�cients bs, bi for di�erent wavelengths of the generated photons. We
can also see that the modes are not symmetric with respect to the axis
k⊥ = 0, unlike the previous case. The Schmidt number is K = 1.50441.
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Figure 5.3: The �rst �ve adjoint Schmidt modes computed for the degenerate
biphoton state at wavelengths λs = λi = 1550.00 nm and single-channel pump
(A0 = 1). From top to bottom: adjoint Schmidt modes of di�erent orders
(g0(ω̃s, k

⊥
s ), h0(ω̃i, k

⊥
i ) in row (a), g2(ω̃s, k

⊥
s ), h2(ω̃i, k

⊥
i ) in row (b), and so

on). From left to right: real and imaginary parts of signal and idler modes
(real (1) and imaginary (2) parts of the signal modes in the �rst two columns
and real (3) and imaginary (4) parts of the idler modes in the second ones).
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Figure 5.4: The �rst �ve adjoint Schmidt modes computed for the biphoton
state at wavelengths λs = 1500.00 nm, λi = 1603.45 nm and single-channel
pump (A0 = 1). From top to bottom: adjoint Schmidt modes of di�erent
orders (g0(ω̃s, k

⊥
s ), h0(ω̃i, k

⊥
i ) in row (a), g2(ω̃s, k

⊥
s ), h2(ω̃i, k

⊥
i ) in row (b), and

so on). From left to right: real and imaginary parts of signal and idler modes
(real (1) and imaginary (2) parts of the signal modes in the �rst two columns
and real (3) and imaginary (4) parts of the idler modes in the second ones).
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3. The last case deals with the degenerate case again, but we suppose two-
channel pump A0 = 1, A1=1 (i.e. the channels n = 0 and n = 1 are
illuminated with the same amplitude and phase). The Schmidt modes
are plotted on Figure 5.5. It is obvious that the modes are more sharply
pronounced, compared to the single-channel pump. The symmetry in the
momentum space is violated again. We can see the interplay between the
adjoint signal and idler modes when the idler modes seem as signal ones
�ipped with respect to the axis k⊥ = 0. It can be expected that this fact
is related to the so-called anti-bunching, when the generated photons
are detected in opposite waveguides. The Schmidt number is K = 4.40,
meaning that state is the most entangled of the studied ones.

We have seen that the Schmidt modes are clearly dependent on the wavelength
of the generated photons and on the parameters characterizing the pump �eld.
On the other hand, the modes for smaller values of detuning from the degen-
eracy (10 nm for instance) seem to be identical as the ones in the degenerate
case (this fact led us to select su�ciently great detuning in the second model
case). The two-channel pumping results in sharper modes and higher amount
of entanglement.
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Figure 5.5: The �rst �ve adjoint Schmidt modes computed for the biphoton
state at wavelengths λs = 1550.00 nm, λi = 1550.00 nm and two-channel pump
(A0 = 1, A1 = 1). From top to bottom: adjoint Schmidt modes of di�erent
orders (g0(ω̃s, k

⊥
s ), h0(ω̃i, k

⊥
i ) in row (a), g2(ω̃s, k

⊥
s ), h2(ω̃i, k

⊥
i ) in row (b), and

so on). From left to right: real and imaginary parts of signal and idler modes
(real (1) and imaginary (2) parts of the signal modes in the �rst two columns
and real (3) and imaginary (4) parts of the idler modes in the second ones).
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Summary

This work is focused on the theoretical examination of the spontaneous para-
metric down-conversion in waveguide arrays. This quantum process provides us
with quantum entangled photon pairs. As we have mentioned before, quantum
entanglement is essential for some applications of quantum mechanics. The
strength of quantum computation is based on this phenomenon, as well as
quantum cryptography. Some quantum algorithms enable us to solve some
classically unsolvable tasks and quantum key distribution allows (at least in
principle) unbreakable encrypted communication.

In the �rst chapter, we have outlined the mathematical description of pro-
cesses in non-linear optics. After the de�nition of the non-linear susceptibility
tensor, we have derived the equations of motion for the electric �eld in a non-
linear medium, starting with the Maxwell's equations. We have derived the
coupled equations, providing the classical description of various processes in-
volving the second-order non-linearity. Then, we have introduced the quantum
description of spontaneous parametric down-conversion.

The second chapter deals with the description of spontaneous parametric
down-conversion in an waveguide array. First, the coupled mode theory is
introduced. It describes the propagation of electromagnetic �eld in the wave-
guide array, employing some approximations, such as Fresnel approximation
and the nearest-neighbour approximation. The dispersion relation, resulting
from derived equations of motion, is then used to calculate the output state of
down-conversion in the array of waveguides.

In the next chapter, we have recalled the de�nition of quantum entangle-
ment and we have mentioned some of its measures. We have also introduced
the Schmidt decomposition.

In the two last chapters, we are �nally dealing with the Schmidt decom-
position of the spontaneous parametric down-conversion. First, we show the
analytical decomposition of the process in the bulk crystal. For the case of
waveguide array, we use the numerical method. The phase-matching function
is decomposed with respect to the trigonometric basis and the orthonormal
basis consisting of Hermite-Gaussian polynomials. We calculate �nite num-
ber of Fourier coe�cients and then we cut-o� the decomposition, assuming
su�cient decrease of proportion of higher modes. The resulting matrix is de-
composed, using the singular value decomposition, and this allows us to �nd
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the Schmidt coe�cients and Schmidt modes.
We have calculated the Schmidt modes for three model cases, presented

in the last chapter. Individual cases di�ered in wavelengths of the generated
photons and in the illumination patterns of the incident �eld. We have seen
that both of these conditions a�ect the shape of Schmidt modes and amount
of entanglement. The Schmidt modes therefore can be used to characterize the
output biphoton states in the spatio-spectral domain.

The results of this work could serve as a base for further study and they
could be utilized in experiments. If we could perform quantum measurements
in the Schmidt basis, we would be able to determine the state of the whole
system, performing the measurement just on one part of the system � we would
know with certainty that the second part would be in the state described by the
Schmidt mode adjoint to the measured one. The further theoretical study could
generalize the decomposition, involving another con�gurations (for instance,
there are experiments with two-dimensional arrays of waveguides).
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