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Abstract: Quantum operations provide a general tool for a description of an
open-system dynamics. They enable us to study quantum phenomena such
as spontaneous emission, amplitude damping or various types of decoherence.
These processes emerge from an inevitable contact of the quantum system with
its environment. It usually leads to degradation of particular quantum system
properties. As an example, it may cause quantum entanglement to diminish
or vanish completely. On the other hand, open quantum system evolutions
allow speci�c state changes which are unrealizable via closed system dynam-
ics. As such they can be utilized for more e�cient solutions of tasks than can
be accomplished by closed system evolutions. The thesis focuses on twirling
operations randomizing states along a given group. These are harnessed in
entanglement puri�cation or distillation protocols. However, problems arise
with their e�cient realization. The main goal of this thesis is to summarize
present twirling implementations and analyze a new iterative method exploit-
ing random unitary operations.
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Chapter 1

Introduction

The development of quantum theory in the second half of the twentieth century
enabled researchers to think of quantum phenomena in the scope of computing,
information processing and cryptography. Such an approach promises the
construction of a quantum computer. The device which is able to provide
calculations in a way exceeding in e�ciency any present classical machine.

Many algorithms have been developed exploiting features of quantum par-
ticles such as quantum parallelism or quantum entanglement. Quantum algo-
rithms allow e�cient factorization of extremely large numbers, fast database
searching or quantum Fourier transformation [1].

In past two decades interest has been raised in quantum entanglement and
its applications, especially in the �eld of quantum information processing and
quantum computation. However, for reliable functionality perfectly entan-
gled pairs of particles are needed. In practice, it is hard to handle and store
such perfectly entangled pairs. An inevitable interaction with their environ-
ment causes their entanglement to diminish. Nonetheless, several techniques
for entanglement enhancement exist. Entanglement puri�cation protocols are
applied to accomplish this task.

Puri�cation protocols usually make use of many identical partially entan-
gled pairs of particles. These are processed to obtain lesser number of more
entangled pairs. As a crucial part of these protocols so-called twirling op-
erations are used. Twirling transforms a general quantum state of particles
into one special kind of states which is suitable for subsequent manipulations.
There are multiple ways how to implement twirling operations. In this thesis
we focus on some of them with the intention to elucidate their design and basic
ideas.

This thesis is structured as follows: In the �rst chapter, we give a brief sum-
mary of quantum mechanics fundamentals. Then, we introduce basic terms
and objects used for quantum computation description, especially those uti-
lized in this thesis. In the second part, we list several examples of quantum
algorithms and explain a basic puri�cation protocol scheme. The third chap-
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Introduction

ter summarizes some important properties of quantum operations including
rigorous de�nition of twirling transformations. The fourth chapter examines
the twirling implementations. Moreover, it contains our detailed investigation
of the two-qubit twirling realized by the iterative method. We give a complete
answer under which conditions this method works and we perform a numerical
analysis of its convergence rate. In the �nal chapter we summarize our results.
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1.1. POSTULATES OF QUANTUM MECHANICS Introduction

1.1 Postulates of Quantum Mechanics

At the fundamental level of quantum mechanics there are four postulates stated
to be true about physical systems. They are based on empirical results and
their validity has not been experimentally disproved yet [1]

Postulate 1: Associated with any isolated physical system is a Hilbert space
H known as the state space. The state of the system is completely
described by its density operator, i. e. a positive operator acting on H
with a unit trace. If a quantum system is in the state ρi (equivalently,
if its state is described by density operator ρi) with probability pi, then
the density operator for the system is ρ =

∑
i piρi.

Postulate 2: The evolution of a closed quantum system is described by a
unitary transformation. That is, the state ρ of the system at time t1 is
related to the state ρ′ of the system at time t2 by a unitary operator U
which depends on the times t1 and t2 only, in a way

ρ′ = UρU †.

Postulate 3: Quantum measurements are described by a collection {Mm} of
measurement operators, which are operators acting on the state space of
the system being measured. Values of the index m correspond to the
measurement outcomes that may occur in the experiment. If the state
of the quantum system is ρ immediately before the measurement then
the probability that result m occurs is given by

p(m) = tr(M †
mMmρ),

and the state of the system after the measurement is

MmρM
†
m

tr(M †
mMmρ)

.

The measurement operators satisfy the completeness equation,∑
m

M †
mMm = I.

Postulate 4: The state space of a composite physical system is the tensor
product of the state spaces of the component physical systems. That
is, let Hi be the state space corresponding to the component physical
system, i ∈ n̂, then the state space of the composite physical system is
of the form H =

⊗
i∈n̂ Hi.

11



1.2. BRA-KET FORMALISM Introduction

The �rst postulate sets the mathematical frame for a physical system de-
scription. The second postulate determines how to handle mathematically the
evolution of closed quantum systems. However, it is not a su�cient framework
neither for real life applications nor for situations where the role of the environ-
ment is not negligible. For instance, when entangled particles are transmitted
through a noisy channel. In that case one can encompass the observed system
and its environment into one larger system and try to describe it as a closed
one. An alternative approach is to describe an evolution of the system via
quantum operations (see chapter 3).

The third postulate states how a measurement procedure is performed in
quantum mechanics. It involves the fact that a measurement, in general, dis-
turbs the original state of a system and leave the system in a given collapsed
state with a given probability. The fourth postulate deals with a situation
where there are many quantum systems which one wants to study as a one
system.

From the very beginning we restrict ourselves to �nite dimensional Hilbert
spaces. A set of all linear operators acting on H we denote by B(H ). The
B(H ) forms a Hilbert space equipped with the Hilbert-Schmidt inner product
〈A|B〉 = tr(A†B) for A,B ∈ B(H ).

1.2 Bra-ket Formalism

In quantum mechanics it is convenient to use the so-called Dirac notation or
bra-ket notation for vectors and their corresponding covectors. Let H be a
Hilbert space, then |ψ〉 ∈ H denotes a vector in this space�so-called ket
vector�and 〈ψ| ∈ H † its associated linear functional�so-called bra vector.
The following relation holds

|ψ〉† = 〈ψ|.

The action of an operator A on a vector |ψ〉 is written as A|ψ〉. An inner
product of |ψ〉 and |ϕ〉 reads 〈ψ|ϕ〉 (or 〈ψ|A|ϕ〉 for vectors |ψ〉 and A|ϕ〉). The
names of the ket and the bra vectors were chosen in such a way that expression
〈ψ|ϕ〉 could be pronounced as �bracket�.

1.3 Density Operators

In the �rst postulate in section 1.1 we introduced density operators. Providing
a state space H is �nite-dimensional one can represent density operators by
square matrices, so-called density matrices.

If there exists a vector |ψ〉 ∈ H such that a density operator ρ is the
projector onto one-dimensional vector subspace spanned by |ψ〉, we call ρ a
pure state. In the braket notation we have ρ = |ψ〉〈ψ|. Otherwise, ρ is a

12



1.4. QUBITS Introduction

mixed state. The maximally mixed state is the state whose density operator is
proportional to the identity matrix.

Consider a quantum system to be in one of pure states {|ψi〉}mi=1 with
corresponding probabilities {pi}mi=1. A set {pi , |ψi〉}mi=1 is called the ensemble
of pure states and the associated density operator is de�ned as

ρ ≡
m∑
i=1

pi|ψi〉〈ψi|.

There is also a simple criterion how to distinguish pure and mixed states.
Let ρ be a density operator. Then tr(ρ2) ≤ 1 with equality i� ρ is a pure state.

Assume B(HA) and B(HB) be spaces of operators on state spaces HA and
HB, respectively. Moreover, let SA be a subset of B(HA) which is constituted
by operators of the form |a1〉〈a2|, where |a1〉, |a2〉 ∈HA. Similarly for SB. One
can de�ne a map trB : SA � SB → SA in the following way

trB(|a1〉〈a2|� |b1〉〈b2|) ≡ |a1〉〈a2| tr(|b1〉〈b2|).

By the requirement that trB is a linear map we can extent its domain to
the entire B(HA) � B(HB). Such a mapping is called the partial trace over
the system HB. Consider an arbitrary state ρAB of a composite state space
HA � HB. We describe the part corresponding to the system A alone in the
way

ρA ≡ trB(ρAB),

where ρA is called the reduced density operator.

1.4 Qubits

We denote a quantum system with a two-dimensional state space as a qubit.
Qubit is taken to be a quantum analogue of a classical bit, therefore its name�
a qu(antum) bit. Contrary to a classical bit with two possible values�zero
and one�qubit |ψ〉 can exist not only in these two states marked |0〉 and |1〉,
but also in their superposition. That is, the general pure state of a qubit can
be expressed as

α|0〉+ β|1〉,

where |0〉 and |1〉 forms an orthonormal basis of the state space and α, β ∈ C
(so-called amplitudes) satisfy the relation |α|2 + |β|2 = 1. As an extension
of the qubit to higher dimensions a term qudit is used for quantum systems
associated with a d-dimensional state space.

13



1.5. QUANTUM ENTANGLEMENT Introduction

1.5 Quantum Entanglement

In general, compared to classical world objects the quantum particles exhibit
very strong measurement-outcome correlations. Such a property is referred to
as quantum entanglement. States which are not entangled are called separable.
More precisely, a bipartite mixed state ρ ∈HA � HB is separable i� it can be
expressed in a form

ρ =
k∑
i=1

pi ρi � ρ̃i

for some k ∈ N, where ρi and ρ̃i are states on HA and HB, respectively. A
density operator acting on HA � HB is de�ned to be maximally entangled
state whenever it is a pure state and both of its reduced density operators are
maximally mixed [2].

Whereas pure state entanglement quanti�cation is an easy task nowadays
(for more information see [3]) entanglement of mixed states is still rather un-
resolved problem, see e. g. [3] or [4].

1.6 The Bell Basis

The Bell basis is a special orthonormal basis of the state space associated with
two spin-1

2
particles. It consists of four pure maximally entangled states

|Ψ−〉 =
|↑↓〉 − |↓↑〉√

2
, |Ψ+〉 =

|↑↓〉+ |↓↑〉√
2

,

|Φ−〉 =
|↑↑〉 − |↓↓〉√

2
, |Φ+〉 =

|↑↑〉+ |↓↓〉√
2

.

The �rst state is also known as the spin singlet for historical reasons [1] and
is used extensively in various quantum computation schemes.

1.7 Werner States and Isotropic States

Consider a set of mixed states representing two subsystems with identical
dimension. There is a subset of those which do not change when one applies
the same unitary transformation on both subsystems. Speci�cally, for any
unitary U holds

ρ = U � U ρU † � U †.

These states are called the Werner states (proposed in [5]). Werner showed
that they must be of the form [4]

ρW (d) =
1

d2 − βd
(I + βV ),

14



1.7. WERNER STATES AND ISOTROPIC STATES Introduction

where −1 ≤ β ≤ 1, I denotes the identity operator, d denotes the dimen-
sionality of the subsystems and V stands for the �ip operator acting on d� d
systems in the way: V (ψ � φ) = φ� ψ.

For two-qubit case, i. e. d = 2, the Werner state is of the form

WF = F |Ψ−〉〈Ψ−|+ 1− F
3

(|Ψ+〉〈Ψ+|+ |Φ+〉〈Φ+|+ |Φ−〉〈Φ−|), (1.1)

where F ∈ (0, 1) is called a singlet fraction for given density matrix ρ. It is de-
�ned by formula F = 〈Ψ−|ρ|Ψ−〉, where |Ψ−〉 is a singlet state, see section 1.6.
Werner states play an important role in quantum puri�cation protocols (see
later). A mixture of the three remaining Bell states in (1.1) is sometimes called
the triplet.

Similarly to Werner states for bipartite systems one can de�ne states in-
variant under application of U � U∗, i. e. ρ = U � U∗ ρU � U∗. Such states
must be of the form [4]

ρ(F, d) =
d2

d2 − 1

((
1− F

) I
d2

+
(
F − 1

d2

)
P d
+

)
, 0 ≤ F ≤ 1,

where d again denotes the dimensionality of subsystems, P d
+ is a projector

corresponding to the maximally entangled state ψd+ = 1√
d

∑d
i=1 |i〉� |i〉 and F

is in this case de�ned as F = 〈ψd+|ρ|ψd+〉 [4]. These states are called isotropic
states.
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Chapter 2

Quantum Computation and

Communication

Even though nobody has constructed a real quantum computer yet, mostly
because of very untrivial problems with the decoherence, manipulation and
storage of quantum particles, several classes of algorithms have been developed.
On one hand, quantum algorithms have the potential to break at least some
of the most popular modern encryption systems. On the other hand, quantum
cryptography provides means preventing any possible eavesdropping.

2.1 Quantum Algorithms

What makes the most signi�cant di�erence between classical algorithms and
their quantum counterparts is utilization of quantum particle characteristics.
Quantum parallelism or quantum entanglement are used extensively for exam-
ple. Several algorithms have been developed so far which can be implemented
in a much more e�cient way than those without employment of quantum
e�ects.

Here we brie�y mention two well-known instances of quantum algorithms.
We do not want to go into details, our intention is to show the structure and
explain the key ingredients of this kind of algorithms [3, 4].

2.1.1 Quantum Dense Coding

Consider two parties, say Alice and Bob. Alice aims to send some information
to Bob. Here we discuss the situation where qubits are transmitted, general-
ization to higher dimensions is straightforward.

Quantum dense coding enables Alice to transmit two classical bits by send-
ing only one qubit. The principal idea of this algorithm is such that Alice and
Bob share a maximally entangled pair of particles. Quantum entanglement

16



2.1. ALGORITHMS Quantum Computation and Communication

allows the transferred qubit to carry e�ectively two bits of information. The
procedure is as follows:

1. Before the information exchange is initiated a maximally entangled pair
of particles is distributed between Alice, a sender, and Bob, a receiver.
Each of them obtains one particle.

2. Alice then encodes a �message� by applying one of four particular trans-
formations on her particle and send this particle to Bob.

3. Bob receives Alice's particle and performs a combined measurement of
his and her particles. The important thing here is that the measurement
is performed in the Bell basis. It leads to four unambiguous outcomes,
hence by sending one particle two classical bits are transmitted.

Instead of a pair of qubits and the Bell basis one can make use of multidi-
mensional states and bases. What is exploited in this algorithm is a remarkable
property of maximally entangled (ME) states that any maximally entangled
state can be transformed into any other ME state by local actions only.

2.1.2 Quantum Teleportation

In this protocol, we assume the situation with qubits being teleported. Con-
sider two distant parties, Alice and Bob, who decided to transmit an unknown
quantum state. One possibility is to achieve this goal in a classical way, i. e.
by sending classical bits only.

Alice, a sender, measures her particle �rst and then sends an output to Bob.
This approach faces some problems. Generally speaking, due to measurement
Alice destroys a part of information stored in her particle state. Even if she
had virtually in�nitely many identical copies of the state she would have to
send in�nitely many bits to fully describe the state.

However, there exists a procedure which manages these obstacles, the so-
called quantum teleportation. It exploits additional maximally entangled pairs
of particles which do not carry the information. Suppose Alice wants to trans-
mit one quantum state |ψ〉 to Bob. The transmission involves the following
steps:

1. First, one particle of the maximally entangled pair is sent to Alice, the
other is sent to Bob. At this moment no information is transmitted yet.

2. Alice then measures both her particles�one in the state |ψ〉 which she
would like to transmit and one of the entangled pair. She performs
the measurement in the Bell basis obtaining one of four possible results.
Then, she sends her result to Bob through a classical information channel.

17



2.2. PURIFICATION Quantum Computation and Communication

3. Bob receives the result of Alice's measurement. According to the ob-
tained value he chooses one of four correcting operations. By application
of this operation he recovers the original state |ψ〉.

Let us summarize basic properties of quantum teleportation protocols. Al-
ice's original state |ψ〉 is destroyed by the measurement while recovered by Bob
on the other side of a communication channel. Bob is unable to reconstruct
the state |ψ〉 until Alice sends him a classical information about the state. It
is worth emphasizing that neither Alice nor Bob knows in any stage of the
process what the transmitted state looks like.

2.2 Entanglement Puri�cation

Quantum entanglement forms a crucial part of both protocols described above.
Alice and Bob make use of maximally entangled singlets shared between them
for reliable transfer of the information. Thus, any physical implementation of
both protocols faces an interesting challenge. A maximally entangled pair of
particles has to be sent to di�erent parties through an environment �rst. In
practice, it is not possible to manage this without reduction of entanglement.
Therefore, after the transmission Alice and Bob share partially entangled pairs.
At this stage the so-called quantum puri�cation (or quantum distillation) is
applied where given number of entangled pairs of particles turns into a lesser
number of more entangled singlets.

The entanglement puri�cation protocols are employed to implement this
procedure. It should be stressed that puri�cation is required to be practicable
by both parties independently. That is, local actions and classical communi-
cation (LOCC) are permitted only and no extra shared entanglement can be
harnessed. LOCC refers to the fact that parties cannot perform collective mea-
surements on their particles and the only thing they can exchange are classical
bits of information.

We restrict ourselves to two-qubit states and describe the entanglement
puri�cation protocol introduced in [6]. Here, we state it in the form presented
in [4]. At the beginning, both parties share a given (rather large) number of
partially entangled pairs. The central idea of the protocol is such that Alice
and Bob subsequently sacri�ce some of their pairs to recover asymptotically
perfect entanglement in the remainder of their particles.

The demonstrated protocol works for partially entangled states with F >
1/2 (see section 1.7). Let Alice and Bob share a large number n of qubit pairs,
each in the same partially entangled state ρ with F > 1/2. Alice and Bob
would like to acquire a (smaller) number of pairs with a higher singlet fraction
F . It can be performed by iterating these steps:

1. Alice and Bob take two pairs and apply a random unitary transformation
of the form U � U∗ (i. e. Piso twirling, see later) to each of them. In
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2.2. PURIFICATION Quantum Computation and Communication

particular, Alice chooses at random a transformation U �rst, applies it
to her particle and then says Bob which transformation she has used.
Bob then applies U∗ to his particle. Similarly for the second pair. The
net e�ect is such that two copies of ρ are transformed into two copies of
isotropic state ρF with F unchanged, i. e.

ρ�ρ→ ρF � ρF . (2.1)

2. Both parties apply XOR operation on their parts of pairs. The XOR
operation is given by (a, b ∈ {0, 1})

UXOR|a〉|b〉 = |a〉|(a+ b) mod 2〉,

where the �rst qubit is called the source and the second one the target. In
other words, Alice possesses two particles at the time (there are two pairs
of particles), each of which is entangled with its counterpart in Bob's
possession. Alice applies XOR on her two particles. Bob then chooses
as a source that particle whose counterpart is the source in Alice's case
and applies XOR on his particles as well.

3. Alice and Bob measure their target particles separately in the basis
{|0〉, |1〉}. If their results agree, the source pair has a greater singlet
fraction. This pair is kept and used in the following iteration. If their
results do not match with each other, the source pair is discarded.

The entire procedure can be slightly modi�ed�instead of transformation
U �U∗ in the item 1 one can exploits transformation of the form U �U . The
only di�erence is such that (2.1) with isotropic states ρF turns into ρ � ρ →
WF �WF , where WF is a Werner state (see section 1.7).

In the practical realization of this protocol, complications may arise with
the XOR operation and the twirling described in the item 1. This thesis is
devoted to implementations of the second operation.
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Chapter 3

Quantum Operations

Quantum mechanical postulates stated in section 1.1 constitute a signi�cant
tool for study of di�erent phenomena occurring in nature. They can be success-
fully applied in many physical situations. However, their scope is restricted to
closed system dynamics only. Provided we want to deal with real-life processes
this framework is not su�cient. In practice, every physical system interacts
with its environment. The study of general state changes driven by open sys-
tem dynamics is therefore an important issue.

In contrast to closed system evolution, the concept of pure states is not in
general satisfying for description of open systems. Interactions between the
system and its environment cause the system state to evolve in a non-unitary
manner and the �nal state is no longer pure. Density matrices turn out to be
ideal objects for description of quantum states subjected to open dynamics.
They express our incomplete knowledge about the state of the system.

Quantum operations serve as a powerful instrument enabling us to cope
with open system evolutions. In a mathematical sense, they are endomor-
phisms on space of operators. This chapter focuses on di�erent representations
of quantum operations and shows some of their properties.

3.1 Quantum Operation Formalism

Before we proceed, recall notation used in the thesis. As stated in section 1.1,
we deal with �nite-dimensional state spaces H only. A symbol B(H ) stands
for a Hilbert space of linear operators acting on H with a Hilbert-Schmidt
inner product 〈A|B〉 = tr(A†B), A,B ∈ B(H ).

First, let us present three approaches one can use for quantum operation
description. They are mutually equivalent. Nevertheless, it is convenient to
introduce them all as they reveal various quantum operation properties. For
more information and theorems which prove equivalence of di�erent approaches
see [1].
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System coupled to its environment: This approach re�ects our intuition
that any open system H can be enclosed by addition of another quantum
system Henv. In di�erent contexts, this additional system is called either
an environment or an ancilla (an ancillary system). The joint system
H � Henv is closed already, hence its evolution can be described by a
unitary operation U . Any initial state of the joint system is assumed to
be in a tensor product form ρ � ρenv. This apparently restricts the set
of all possible initial states, but it is usually su�cient in most physically
reasonable situations. The quantum operation E acting on the studied
system is then de�ned as

E(ρ) = trenv
(
U (ρ� ρenv)U

†) . (3.1)

Axiomatic approach: One can de�ne quantum operations via a set of natu-
ral requirements�axioms. This approach is able to describe a vast range
of di�erent quantum phenomena due to its abstract form. Let H1, H2

be Hilbert spaces and D(H1), D(H2) their associated sets of density
operators. A quantum operation E is de�ned as a map from D(H1) to
D(H2) which satis�es the following three axioms:

1. Given the initial state ρ ∈ D(H1), the probability that the process
represented by E occurs is equal to tr(E(ρ)). Thus, for any state ρ:

0 ≤ tr(E(ρ)) ≤ 1.

2. E is a convex-linear map on D(H1), i. e. for {ρi}mi=1 ∈ D(H1) and
probabilities {pi}mi=1 holds

E

(
m∑
i=1

pi ρi

)
=

m∑
i=1

piE(ρi).

3. E is a completely positive map. Linear map is said to be positive, if
it maps positive operators to positive operators. Completely positive
linear map E is that satisfying this condition: (E� In) is a positive
operator for every n ∈ N, where In is the identity mapping acting
on an extra n-dimensional Hilbert space.

Operator-sum representation: This approach allows one to describe sys-
tem dynamics without being interested directly in properties of the en-
vironment. To be more speci�c, quantum operation can be expressed in
the form

E(ρ) =
m∑
i=1

EiρE
†
i , (3.2)
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where ρ is the initial state and operators {Ei}mi=1 are known as Kraus
operators. These do not have to be unitary, nevertheless they are required
to satisfy

m∑
i=1

E†iEi ≤ I. (3.3)

Quantum operations for which the above inequality holds are called trace-
non-increasing. Those operations for which (3.3) turns into equality are
called trace-preserving or (quantum) channels.

Notice that a unitary evolution of a closed system is equivalent to m = 1
and equality holds in (3.3) for this case.

Let us derive (3.2) from (3.1) [1]. Without loss of generality, assume
{|ei〉}mi=1 be an orthonormal basis for a state space Henv of the environ-
ment and ρenv = |e0〉〈e0| be an initial state of Henv. Then, in accordance
with (3.1)

E(ρ) = trenv
(
U (ρ� ρenv)U

†)
=

m∑
i=1

〈ei|U(ρ� |e0〉〈e0|)U †|ei〉 =
m∑
i=1

EiρE
†
i ,

where Ei ≡ 〈ei|U |e0〉, i ∈ n̂, are operators acting on the state space of
the studied system.

Environment e�ects are incorporated in Kraus operators and researcher
does not have to be interested in the environment itself any more. This
makes operator-sum representation very useful not only for calculations
but also for theoretical analysis.

Quantum operations constitute a convex subset in the vector space of so-
called superoperators. These are linear endomorphisms on the space of opera-
tors B(H ). Hence, it is natural to think of them in terms of matrices. Assume
a d-dimensional Hilbert space Hd with an orthonormal basis {|i〉}di=1. A basis
of B(H ) can be directly chosen as {|i〉〈j|}di,j=1.

Let A be an operator acting on Hd and {Aij}di,j=1 be its matrix elements
corresponding to the basis above. One can interpret (A)ij, i. e. a d×d-matrix,
as a vector A in a space Hd2 with squared dimension

A ≡ (A11, A12, . . . , A1d, A21, A22, . . . , A2d, . . . , Ad1, Ad2, . . . , Add). (3.4)

A superoperator can then be represented as a d2 × d2-matrix acting on Hd2 .
In this approach, we can rewrite a product of three matrices in the form

ABC = MB, where M = A� CT .
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The quantum operation (3.2) can thence be expressed as the following
matrix

E =
m∑
i=1

Ei � E∗i , (3.5)

where {Ei}mi=1 are matrices of Kraus operators de�ning E (in the above ba-
sis) and an asterisk denotes complex conjugation. Hereafter, for the matrix
representation of superoperators we will use symbols in bold.

Let us introduce two important classes of quantum operations. Quantum
operations satisfying relation E(I) = I, i. e. leaving the maximally mixed
state undisturbed, are called unital. Random unitary operations are completely
positive trace-preserving maps which can be expressed in a form of a convex
decomposition

Φ(ρ) =
m∑
i=1

pi UiρU
†
i , (3.6)

where {Ui}mi=1 is a set of unitary operators and {pi}mi=1 satis�es
∑m

i=1 pi = 1 and
pi > 0 for i ∈ m̂. This can be viewed in a way that unitary operations Ui are
applied to the state ρ according to the probability distribution {pi}mi=1. In this
case Kraus operators take the form Ei =

√
piUi. In the matrix representation

(3.6) turns into (see (3.5))

Φ =
m∑
i=1

pi Ui � U∗i . (3.7)

In the following, we focus on random unitary operations (RUOs) only. We
consider a quantum system evolution generated by successive applications of
RUO Φ. We are interested in an asymptotic dynamics of this evolution. That
is, our goal is to examine the situation

ρ(n) = Φn(ρ(0)), (3.8)

where ρ(0) stands for an initial state and n tends to in�nity. To this end, we
need to understand spectral properties of random unitary operations. It will
be found very useful in the discussion about twirling operations.

3.2 Spectral Properties of Random Unitary

Operations

Spectral properties of RUOs and the asymptotic regime of dynamics (3.8)
were studied in [7]. In this part we brie�y summarize obtained results. As
already mentioned they will be utilized in the next chapter concerning twirling
implementations.

23



3.2. SPECTRAL PROPERTIES OF RUOS Quantum Operations

Let Φ be a random unitary operation acting on linear operators, i. e.

Φ(A) =
m∑
i=1

pi UiAU
†
i , (3.9)

where A ∈ B(H ). One can check that RUO Φ is not a normal map hence it
cannot be diagonalized, in general. Nonetheless, various important properties
can be inferred for this type of operations.

Indeed, consider a Jordan canonical form of (3.7) (see Appendix B). Let
{Jj}pj=1, p ∈ N, be its Jordan blocks associated to eigenvalues λj and {Yj,k}j,k
be corresponding generalized eigenvectors. Each eigenvalue of a random uni-
tary operation (3.9) has modulus lesser or equal to one. Assume an eigenvalue
λj satisfying |λj| < 1. It turns out that all Jordan blocks corresponding to such
an eigenvalue vanish completely in the asymptotic limit, i. e. limn→∞(Jj)

n = 0.
On the contrary, any Jordan block corresponding to an eigenvalue λj with

unit modulus is one-dimensional [7]. Equivalently, all generalized eigenvectors
associated to such an eigenvalue are eigenvectors. Therefore, the matrix rep-
resentation of the map Φn in the asymptotic limit (n� 1) takes the diagonal
form Diag(λn1 , λ

n
2 , . . . , λ

n
s , 0, . . . , 0) for some s ≤ p.

All these �ndings lead us to the conclusion that the asymptotic dynamics
generated by successive applications of (3.9) is con�ned to a particular sub-
space. This subspace is spanned by all eigenvectors corresponding to eigenval-
ues which modulus equals one. Henceforth, we call such space the attractor
space. For a given random unitary operation Φ it is de�ned as

Attr (Φ) =
⊕
λ∈σ|1|

Ker(Φ− λI), (3.10)

where σ|1| is the asymptotic (or attractor) spectrum of RUO Φ constituted by
all eigenvalues of Φ satisfying |λ| = 1.

It was also shown [7] that eigenvectors corresponding to di�erent eigen-
values λ ∈ σ|1| are mutually orthogonal. Moreover, all these eigenvectors are
orthogonal to any generalized eigenvector associated to eigenvalue λj with
modulus lesser than one. Thus, the part of RUO (3.9) which corresponds to
the orthogonal complement of the attractor space �dies out� under su�ciently
many iterations. In the limit of large n the evolution of the state ρ(n) tends
to its asymptotic regime

ρ∞(n) =

dλ∑
λ∈σ|1|,i=1

λn tr(ρ(0)X†λ,i)Xλ,i, (3.11)

where {Xλ,i}dλi=1 are orthonormal bases of Ker(Φ− λI), λ ∈ σ|1|.
Let us emphasize that the asymptotic dynamics depends on the initial state

ρ and the resulting asymptotic behaviour can be in general highly complex.
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If the asymptotic spectrum contains eigenvalue λ = 1 only the asymptotic
dynamics is trivial and any initial state approaches some stationary state of
RUO Φ.

The last unresolved question is whether there is a technique which allows
one to determine the attractor space. That is, a technique which calculates
eigenvectors corresponding to eigenvalues with unit modulus. It is useful es-
pecially in cases where an analytical solution is required. Fortunately, it can
be proved [7] that an operator X is an eigenvector of Φ (3.9) associated to an
eigenvalue λ ∈ σ|1|(Φ) if and only if it satis�es the following relation

UiX = λXUi for each i ∈ m̂. (3.12)

As one can see, probabilities pi do not a�ect the attractor space, provided
pi 6= 0, i ∈ m̂. Nonetheless, they in�uence a rate of convergence of the iterative
method (see later).

3.3 General Twirling Operations

In this part we de�ne a special subset of random unitary operations, so-called
twirling operations. In order to proceed, assume a compact group G equipped
with the Haar measure dg, i. e. a normalized left invariant measure. Let
U(g) be a unitary representation of G acting on the Hilbert space H . The
twirling operation is then de�ned by formulas (for �nite and in�nite groups
respectively)

P ′(A) ≡ 1

|G|
∑
g∈G

U(g)AU(g)† or P (A) ≡
∫
g∈G

U(g)AU(g)†dg. (3.13)

where |G| stands for the cardinality of the (�nite) group G. One can think
of twirling operations as procedures randomizing input states along a given
group of unitary transformations.

There are two important classes of twirling operations utilized in quantum
information theory [8]. In order to de�ne the �rst class consider N ∈ N and the
group G = U(d) of all d-dimensional unitary matrices with the representation
U(V ) = V �N . The twirling operation is now de�ned as

P (A) ≡
∫
U∈U(d)

U�NA (U�N)† dU. (3.14)

Let ρ be a composite state of N qudits. The above operation acting on ρ
can be understood as an application of a random transformation U to every
qudit in ρ. Consider a situation for N = 2. Any bipartite state subjected
to the twirling (3.14) becomes a Werner state (section 1.7). Moreover, for
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d = 2 the singlet state is the only pure state which is left unchanged under
this transformation [1].

The second class of twirling operations is de�ned in the following manner.
Assume again the group G = U(d) and its representation U(V ) = V � V ∗.
The twirling operation de�ned as

Piso(A) ≡
∫
U∈U(d)

U � U∗A (U � U∗)† dU (3.15)

transforms any bipartite state to the isotropic one (see section 1.7), the mean-
ing of the symbols remains the same as in (3.14).

Suppose we want to implement the general twirling operation (3.13). To
this end, consider an ensemble of quantum systems in the same initial state.
In a practical setup, we implement the twirling by multiple iterations of these
two steps: First, we generate a quantum state. Second, we apply a random
unitary operation. The execution time of this approach is proportional to a
number of systems in the ensemble. This method also converges to the desired
twirling polynomially with the number of unitaries and is therefore rather
ine�cient. Moreover, in many physical realizations of quantum computing is
this approach not applicable since the systems cannot be accessed individually,
see [8].

Let us emphasize that both classes of twirling operations (3.14) and (3.15)
require that all unitaries from U(d) have to be applied locally and with a
uniform distribution according to Haar measure. This additional constraint is
very important, see item 1 in section 2.2.

3.3.1 Original Twirling Implementation

In this section we introduce the original implementation of the twirling op-
eration (3.14), proposed in [6] and [3] for two-qubit systems. It consists in
replacement of integration in (3.14) by summation over the (�nite) T group,
i. e. it is again twirling operation (3.14). The output state of this procedure
is of the form

P (ρ) =
1

N

N∑
i=1

UiρU
†
i , (3.16)

where N = 12 denotes the cardinality of the T group. This group is a subgroup
of SU(4), i. e. a group of 4× 4 unitary matrices with a unit determinant. For
structrure of the T group see below.

To explain the method in details, consider three bilateral rotations Bx, By

and Bz. They correspond to π
2
-rotations of a cube around x, y and z-axis,

respectively. Explicitly, let Ri(θ) be a rotation around i-axis by an angle θ.
That is,

Ri(θ) = exp

(
i
θ

2
σi

)
,
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Ψ− Φ− Φ+ Ψ+

I Ψ− Φ− Φ+ Ψ+

Bx Ψ− Φ− iΨ+ iΦ+

By Ψ− −Ψ+ Φ+ Φ−

Bz Ψ− iΦ+ iΦ− Ψ+

Table 3.1: Basic bilateral π
2
-rotations with the identity acting on Bell states

I BxBy BxByBxBy

BxBx ByBz ByBzByBz

ByBy BzBx BzBxBzBx

BzBz ByBx ByBxByBx

Table 3.2: The tetrahedral group of rotations utilized in the twirling imple-
mentation

where {σi}3i=1 are so-called Pauli matrices. These are de�ned in the following
way

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
.

The bilateral rotations Bx, By and Bz are then de�ned as follows

Bi = Ri

(π
2

)
�Ri

(π
2

)
, i ∈ {x, y, z}.

Actions of Bx, By, Bz on Bell states are demonstrated in Table 3.1. It is
evident that B4

i = I for every i ∈ {x, y, z}. These three operations together
with the identity represent generators of the 24-element group of rotations
known as the octahedral group (O group). It corresponds to rotations of a
cube. Let us choose only those rotations which leave a tetrahedron invariant.
These N = 12 rotations constitute a subgroup of O known as the tetrahedral
group (T group) [9]. Elements {Ui}Ni=1 of this group are used in (3.16). They
are listed in Table 3.2, expressed as products of basic bilateral rotations.

We have described the meaning of all symbols presented in (3.16). For
clari�cation of this approach see [9] or later in this thesis. This method seems
to be su�cient for the twirling (3.14) implementation, at least for the two-qubit
case. However, di�culties may occur in the experimental setup as it is not easy
to handle twelve di�erent operations in a short time. Moreover, for higher
dimensions, see d and N in (3.14), the number of unitaries needed increases
rapidly [8]. In physical realizations, perturbations of employed unitaries may
lead to improper results. The iterative method treats this situation since
multiple application of particular though disrupted operation can result in an
accurate outcome. The iterative method is the main object of the next chapter.
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Chapter 4

Iterative Implementation of

Twirling Operations

In the previous chapter we discussed drawbacks of the original twirling im-
plementation. This part presents own author's contribution to this issue. It
can be divided into three units. In the �rst unit, we introduce a universal
method for an e�cient implementation of general twirling operations (3.13).
This method consists in iterated applications of random unitary operations,
whose properties were studied in chapter 3. It turns out that this approach is
robust with respect to imperfections of unitary operations employed in the pro-
cess. Moreover, it ensures exponentially fast convergence to a desired twirling
operation.

In the second unit, the iterative implementation of twirling (3.14) is in-
vestigated in details. We focus on the simplest but also nontrivial case of
two qubits. As a result, we provide necessary and su�cient condition under
which the iterative method converges to twirling (3.14). Then we compare our
�ndings with the original approach discussed in subsection 3.3.1.

As the iterative method works for a huge class of random unitary opera-
tions, in the last unit we perform numerical analysis investigating a rate of
convergence for di�erent choices of RUOs. We present numerical estimates
of speed of convergence and an associated algorithm. Finally, on the basis
of obtained results we draw conclusions about the implementation of twirling
(3.14) with use of the iterative method.

4.1 Implementation�General Approach

In this part we introduce the iterative method which is capable of an e�cient
implementation of general twirling operation (3.13). A crucial component of
the method is an appropriately chosen random unitary operation Φ which is
applied iteratively on an initial state. We demand that the state resulting
from iterations tends to the required twirled state with increasing number of
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iterative steps. As this method is supposed to work for any initial state we
want the asymptotic regime of discrete evolution Φn to be precisely the twirling
operation P (3.13). That is

lim
n→∞

ΦN = P.

Let us analyze when this situation occurs. Initially, we have to explore
properties of general twirling operation (3.13)

P (A) =

∫
g∈G

U(g)AU(g)† dg, (4.1)

where G is a compact group, U(g) is its unitary representation and dg is a
normalized Haar measure on G. Using properties of the Haar measure one can
show that the superoperator P (4.1) is an orthogonal projector, i. e. P = P 2

and P = P †. Indeed, two-fold application of the map P gives

P 2(A) = P (P (A)) =

∫
g∈G

U(g)

(∫
h∈G

U(h)AU(h)†dh
)
U(g)† dg

=

∫∫
g,h∈G

U(g)U(h)A U(h)† U(g)† dh dg

=

∫∫
g,h∈G

(U(g)U(h))A (U(g)U(h))† dh dg

=

∫∫
g,h∈G

U(gh)A U(gh)† dh dg = P (A).

For Hermitian conjugate P † (with respect to the Hilbert-Schmidt inner prod-
uct) the following relations hold

P †(A) =

∫
g∈G

U(g)†A U(g) dg

=

∫
g∈G

U(g−1)A U(g−1)† dg.

The last expression is equivalent to the de�nition of P (A), thence P = P †.
We have proved that P is a projector (onto Ran (P )), therefore its spectrum
contains 0 and 1 only, σ(P ) = {0, 1}. The fact that twirling operations are
projectors plays a crucial role. In particular, their attractor space is composed
of P -invariant states, i. e. Attr(P ) = Ran(P ).

Consider a random unitary operation (see (3.9))

Φ(A) =
m∑
i=1

pi UiAU
†
i , (4.2)

where {Ui}mi=1 is a set of unitary operators and {pi}mi=1 is a probability dis-
tribution. Making use of �ndings discussed in section 3.2 we can formulate
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the following statement. Evolution Φn generated by successive applications of
RUO Φ tends to desired twirling operation P if and only if

Attr (Φ) = Ran (P ) ∧ σ|1|(Φ) = {1}. (4.3)

It means that the asymptotic spectrum of RUO Φ contains only eigenvalue
λ = 1 and its attractor space contains solely invariant operators of the twirling
operation P .

At this moment the main issue is to choose unitaries {Ui}mi=1 of RUO Φ in
order to satisfy condition (4.3). This choice has to respect three constraints,
in principle. First, unitaries {Ui}mi=1 have to con�ne (via (3.12)) the attractor
space of RUO Φ to Ran(P ), i. e. Attr(Φ) = Ran(P ). Second, the structure of
these unitaries has to follow requirements given by the original setting, e. g. if
all unitary operations in the twirling are applied locally then also all unitaries
of RUO Φ have to be local. Third, the set of these unitaries {Ui}mi=1 should be
as small as possible and each unitary Ui should be implemented easily.

A natural choice is that these unitaries are elements of the original repre-
sentation, i. e. Ui = U(gi). One possibility is to choose unitaries {Ui}mi=1 in
such a way that they constitute a group. For these unitaries a random unitary
operation de�ned as

Φ̃(A) =
1

m

m∑
i=1

UiAU
†
i (4.4)

is an orthogonal projector and everything inferred for the general twirling P
is valid also for Φ̃, see P ′ in (3.13). In the following, we will consider a special
case of (4.1) only (see (3.14))

P (A) =

∫
U∈U(d)

U�NA (U�N)† dU, (4.5)

where N ∈ N, d ∈ N and U(d) is the group of d-dimensional unitary matrices.
Let N = d = 2. Then only states which are left invariant under (4.5) are

Werner states (see section 1.7). That is, the attractor space of (4.5) is the
linear span of the identity matrix and |Ψ−〉〈Ψ−|, where |Ψ−〉 is the singlet
state (see section 1.6). For this special case we can rewrite condition (4.3) in
the following way. A random unitary operation Φ approximates twirling (4.5)
with N = d = 2 if and only if

Attr (Φ) = span{|Ψ−〉〈Ψ−|, I} ∧ σ|1|(Φ) = {1}, (4.6)

where |Ψ−〉 is the singlet state and I stands for the identity matrix.
We have shown under which conditions the twirling can be implemented

by a random unitary operation. To be more precise, successive applications of
RUO Φ tend to twirling (4.1) i� Φ satis�es (4.3). This relation simpli�es for
two-qubit twirling (4.5) to (4.6). In the next section, we employ these results
to investigate implementation of two-qubit twirling (4.5).
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4.2 Two-Qubit Twirling�Analytical Part

In the following parts we will analyze whether the dynamics generated by RUO
(3.9) leads to the twirling operation (4.5) with respect to di�erent choices
of unitaries Ui. From the very beginning we restrict ourselves to two-qubit
systems. It corresponds to N = d = 2 in (4.5). The presented procedure
remains e�ectively the same even for higher dimensions and higher number
of particles. Hereafter, we represent every 4 × 4 matrix in the Bell basis
{Ψ−,Φ−,Φ+,Ψ+}, see section 1.6.

To start with, consider a random unitary operation Φ (3.6). We assume
the simplest case for m = 2 number of unitaries. That is,

Φ(ρ) = pU1 ρU1 + (1− p)U2 ρU2 (4.7)

with 0 < p < 1 and Ui = ui ⊗ ui, where ui stand for unitary matrices acting
on single qubits. It turns out that two nontrivial mutually di�erent unitaries
Ui can be su�cient for the twirling implementation. Generalization to an
arbitrary number of unitaries is straightforward and we discuss it later.

In order to proceed, recall �ndings presented in section 3.2 and results of
the previous section. Relation (4.6) implies that elements of the attractor
space Attr(Φ) must be of the form

X =


a 0 0 0
0 b 0 0
0 0 b 0
0 0 0 b

 (4.8)

for some a, b ∈ C. Therefore, we aim to �nd such Φ (4.7) for which is the
condition X ∈ Attr(Φ) equivalent to (4.8) and for which σ|1|(Φ) = {1}.

Our investigation proceeds as follows. Initially, we choose a suitable pa-
rametrization of Φ (4.7). As a next step, we make use of Equation 3.12 to
analyze for which values of parameters the attractor space is of the desired
form (4.6), i. e. its elements are of the form (4.8).

4.2.1 Parametrization of the RUO

Before we proceed, it is suitable to simplify representation of the RUO (4.7).
It will be found useful in both analytical and numerical part. In the analytical
part it reduces the number of equations and in the numerical one it shortens
computational time.

At the beginning, we present obtained result in the form of the following
statement. Matrix representation of any random unitary operation (4.7) can
be written in some local basis as

Φ = p (V1 � V ∗1 ) + (1− p) (V2 � V ∗2 ), (4.9)
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where V1 and V2 are matrices parametrized by four real parameters ϕ, γ, θ and
µ. These matrices are of the following form

V1 =


1 0 0 0
0 cos(2ϕ) i sin(2ϕ) 0
0 i sin(2ϕ) cos(2ϕ) 0
0 0 0 1

 ,

V2 =


1 0 0 0
0 A− B− − cos(θ − µ) sin(2γ)
0 B+ A+ −i sin(θ − µ) sin(2γ)
0 cos(θ + µ) sin(2γ) i sin(θ + µ) sin(2γ) cos(2γ)

 ,

where A± and B± are de�ned as

A− = cos(2θ) cos2(γ)− cos(2µ) sin2(γ),

A+ = cos(2θ) cos2(γ) + cos(2µ) sin2(γ),

B− = i sin(2θ) cos2(γ)− i sin(2µ) sin2(γ),

B+ = i sin(2θ) cos2(γ) + i sin(2µ) sin2(γ).

In order to prove the statement above let us consider a random unitary
operation Φ (4.7). As shown in section 3.1 one can express a RUO in the
matrix representation

Φ = p U1 � U∗1 + (1− p) U2 � U∗2 , (4.10)

where an asterisk denotes complex conjugation, see (3.7). Since we assume
two-qubit states the unitaries {Ui}2i=1 in (4.10) are of the form Ui = ui � ui,
where ui are unitary 2× 2 matrices acting on a single qubit. As we can see, a
global phase of each ui is unimportant. Therefore, one can parametrize ui by
three real parameters γ, θ and µ as follows(

eiθ cos γ −e−iµ sin γ
eiµ sin γ e−iθ cos γ

)
. (4.11)

Both unitaries ui are written in the same basis. In order to simplify a
parametrization we choose a local basis in which u1 is diagonal. That is,

u1 = q · v1 · q†,

where v1 is a diagonal matrix and q is a unitary. Since v1 is now a unitary
diagonal 2× 2 matrix with det v1 = 1 it must be of the form

v1 =

(
eiϕ 0
0 e−iϕ

)
, (4.12)
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for some ϕ ∈ R. The RUO Φ can then be written in the form (see tensor
product properties in Appendix A)

Φ = p (Q�Q∗) · (V1 � V ∗1 ) · (Q† �QT )

+ (1− p) (Q�Q∗) · (V2 � V ∗2 ) · (Q† �QT )

= (Q�Q∗) · [p (V1 � V ∗1 ) + (1− p) (V2 � V ∗2 )] · (Q† �QT ),

where Q = q� q, V1 = v1 � v1 and V2 = Q†U2Q. The matrix V2 is still unitary,
it is a product of unitary matrices. Since �border� matrices in the previous
formula represent a change of a basis we can get rid of them and consider
the middle term only. The matrix form of a random unitary operation Φ is
therefore

Φ = p (V1 � V ∗1 ) + (1− p) (V2 � V ∗2 ).

A RUO representation is now parametrized by �ve real parameters p ∈ (0, 1),
ϕ, γ, θ, µ ∈ [0, 2π) with the �rst matrix V1 diagonal. In the Bell basis, the
matrices V1 and V2 are of the form demonstrated in the statement at the
beginning of this subsection.

4.2.2 Complete Solution for RUOs with Two Unitaries

We have simpli�ed a matrix representation of RUO Φ and reduced the number
of parameters needed for its description. The aim of this subsection is to
analyze for which values of parameters ϕ, γ, θ and µ elements of the attractor
space Attr(Φ) are in the form (4.8). This condition is equivalent to the fact
that Φ approximates the twirling operation (4.5).

We make use of Equation 3.12 to determine the attractor space of Φ (4.7)
for given values of parameters. Simultaneously, we exclude those parameter
values for which σ|1| 6= {1} and which allow the existence of attractors lying
outside the linear span of the singlet state and the identity matrix, see (4.6).
For our two-qubit case with two unitaries V1 and V2 (see subsection 4.2.1)
equations (3.12) are of the form

W1 ≡ V1X − λXV1 = 0 ∧ W2 ≡ V2X − λXV2 = 0, (4.13)

where X = (xij) is an element of attractor space Attr(Φ). Before we perform
all necessary calculations let us present our results in the following theorem.

Theorem 1. Let Φ be a random unitary operation (4.7) with matrix repre-
sentation (4.9). Then elements of its attractor space are of the form (4.8) and
σ|1|(Φ) = {1} if and only if the parameters ϕ, γ, θ and µ in (4.9) satisfy one
of these relations

1. ϕ = (2k − 1)π
2
∧ γ 6= lπ

2
∧ θ 6= mπ

2
, k, l,m ∈ Z,

2. ϕ 6= k π
2
∧ γ 6= lπ

2
, k, l ∈ Z.
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The proof of the above statement follows. Consider Φ (4.7) and its matrix
representation (4.9) with matrices V1 and V2. Let us concentrate on W1 = 0
in (4.13) �rst. For our choice of V1 this equation reads

A(x11) B(x12, x13) B(x13, x12) A(x14)
C(x21, x31) D(x22, x32, x23) D(x23, x33, x22) C(x24, x34)
C(x31, x21) D(x32, x22, x33) D(x33, x23, x32) C(x34, x24)
A(x41) B(x42, x43) B(x43, x42) A(x44)

 = 0, (4.14)

where A,B,C and D are functions of matrix elements xij which are de�ned in
the following way

A(xij) := xij (1− λ), (4.15)
B(xij, xkl) := xij (1− λ cos(2ϕ))− i λxkl sin(2ϕ), (4.16)
C(xij, xkl) := xij (cos(2ϕ)− λ) + i xkl sin(2ϕ), (4.17)

D(xij, xkl, xmn) := xij (1− λ) cos(2ϕ) + i (xkl − xmnλ) sin(2ϕ). (4.18)

It is easy to prove that −λ∗C = B|λ→λ∗ , see (4.17) and (4.18). The equation
C = 0 with λ is therefore equivalent to B = 0 with λ∗. Conditions imposed
on arguments of C for λ are identical to those imposed on arguments of B for
λ∗. Hence, we can take into account the condition C = 0 only and solutions
for B = 0 can be obtained immediately. The condition A = 0 imposes no
constraints on xij, i, j ∈ {1, 4}, for λ = 1. On the contrary, for λ 6= 1 the
relation xij = 0, i, j ∈ {1, 4}, is the only possible case.

Let us discuss di�erent values of ϕ. For ϕ = kπ, k ∈ Z, the unitary V1 is
equal to the identity matrix and therefore there is always some solution which
does not belong to the desired attractor space. For ϕ = (2k− 1)π

2
, k ∈ Z, one

obtains

C(xij, xkl) = −xij (1 + λ),

D(xij, xkl, xmn) = −xij (1− λ),

for appropriate i, j, k, l,m, n ∈ 4̂. It is easy to see that for λ 6= ±1 there is
only trivial solution corresponding to W1 = 0. Equation 4.14 is for λ = 1 and
λ = −1 solved by

X1 ≡


x11 0 0 x14
0 x22 x23 0
0 x32 x33 0
x41 0 0 x44

 , X2 ≡


0 x12 x13 0
x21 0 0 x24
x31 0 0 x34
0 x42 x43 0

 , (4.19)

respectively. Consider ϕ 6= k π
2
, k ∈ Z, now. By inspection of Equation 4.14

we see there are two pairs of �C-type� expressions with their arguments inter-
changed. In particular, we get

x31 = i x21K, x21 = i x31K,

x34 = i x24K, x24 = i x34K
(4.20)
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with K ≡ cos(2ϕ)−λ
sin(2ϕ)

. We can combine both pairs of equations to obtain

x31(1 +K2) = 0 (4.21)

and analogously for x21, x24 and x34. For λ = ±1 is K ∈ R which implies
x31 = 0 etc. If λ 6= ±1 then it is possible that 1 +K2 = 0, i. e. K = ±i and

cos(2ϕ)− λ = ±i sin(2ϕ) ⇒ λ = e±i2ϕ.

That is, for λ 6= e±i2ϕ, ϕ 6= k π
2
, k ∈ Z, any solution for W1 = 0 is of the form

X1 (4.19). Otherwise, when we substitute λ = ei2ϕ back into equations (4.20)
we obtain relations

x13 = −x12, x31 = x21, x34 = x24, x43 = −x42

and when we substitute λ = e−i2ϕ we obtain

x13 = x12, x31 = −x21, x34 = −x24, x43 = x42.

The condition D(xij, xkl, xmn) = 0 (4.18) represents a system of four equa-
tions. We still assume ϕ 6= k π

2
, k ∈ Z. For λ = 1 relations reduce to x32 = x23,

x33 = x22 and we can assume λ 6= 1 henceforth. For ϕ = (2k − 1)π
4
, k ∈ Z,

equations D = 0 simplify to xkl = λxmn for appropriate indices. Employing
steps analogous to those for (4.21) one obtains

x23 (1− λ2) = 0

and similarly for x32, x22 and x33. That is, for λ 6= ±1 all these xkl equal zero.
For λ = 1 relations x32 = x23, x33 = x22 hold and for λ = −1 holds x32 = −x23,
x33 = −x22.

At this moment, we have restricted our investigation to ϕ 6= k π
4
, k ∈ Z,

λ 6= 1 and the system of four equations D(xij, xkl, xmn) = 0 which can be
written in the form

xij = −i xkl − λxmn
1− λ

tan(2ϕ). (4.22)

The substitution of this relation for x22 and x33 into the other two equations
yields

K1 x23 −K2 x32 = 0 and K1 x32 −K2 x23 = 0

with K1 = 1 + tan2(2ϕ) 1+λ2

(1−λ)2 and K2 = 2λ tan2(2ϕ) 1
(1−λ)2 . Since K2 6= 0 we

apply procedure analogous to (4.21) obtaining x23 (K2
2 −K2

1) = 0. Absolutely
the same relation holds for x32, x22 and x33. The condition K2

2 = K2
1 is

equivalent to

tan2(2ϕ) = −
(
λ− 1

λ+ 1

)2

.
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Since λ = eiω, ω ∈ [0, 2π), the right-hand side of the previous formula equals

−
(
ei
ω
2 − e−iω2

ei
ω
2 + e−i

ω
2

)2

= tan2
(ω

2

)
.

The above expression can be rewritten as tan(2ϕ) = ± tan(ω
2
) which implies

ω = ±4ϕ+ 2kπ, k ∈ Z. To sum up, considering λ 6= e±i4ϕ, ϕ 6= k π
4
, k ∈ Z, all

xij, i, j ∈ {2, 3}, are equal to zero. By the substitution λ = ei4ϕ and λ = e−i4ϕ

in Equation 4.22 one obtains x22 = −x33 = −x23 = x32 and x22 = −x33 =
x23 = −x32, respectively.

Before we draw an overall conclusion about solutions for W1 = 0 we have
to notice there are values of λ which �collide� with each other. It happens
when λ = e±i2ϕ = e±i4ϕ(e∓i4ϕ). For ϕ = π

3
+ kπ or ϕ = 2π

3
+ kπ the equality

e∓i2ϕ = e±i4ϕ is satis�ed. We excluded ϕ = kπ at the beginning, for such value
holds e±i2ϕ = e±i4ϕ, k ∈ Z. Results for these values of ϕ can be seen below.

Finally, we can write down the explicit forms of nontrivial solutions for
W1 = 0, see Table 4.1. We have solved equation W1 = 0 for every possible
setting of ϕ and λ. At this moment we proceed to W2 and continue to �nd all
possible solutions as well. We substitute matrices from Table 4.1 into W2 = 0
and discuss di�erent values of γ, θ and µ. In order to accomplish our goal we
would like to extract only those values of ϕ, γ, θ and µ which ensure that there
is no nontrivial solution for λ 6= 1. In subsequent computation we �nd out for
which values of γ, θ and µ is the matrix which solves W2 = 0 of the form (4.8).
For these values we prove there is no other nontrivial solution corresponding
to λ 6= 1.

Let us investigate attractors in the form X1 �rst, i. e. ϕ = (2k−1)π
2
, k ∈ Z,

and λ = 1, see (4.19). The equation W2 = 0 simpli�es to
0 A+(x14) B+(x14) C(x14)

A−(x41) D(x23, x32) E−(x22, x33, x23) F−(x22, x44, x23)
B−(x41) E+(x22, x33, x32) D(x23, x32) G−(x32, x33, x44)
C(x41) F+(x22, x44, x32) G+(x23, x33, x44) 0

 = 0,

(4.23)
where functions A through G are de�ned in this way

A±(xij) := xij cos(θ ± µ) sin(2γ),

B±(xij) := xij sin(θ ± µ) sin(2γ),

C(xij) := xij sin2(γ),

D(xij, xkl) := (xij − xkl) cos2(γ) sin(2θ) + (xij + xkl) sin2(γ) sin(2µ),

E±(xij, xkl, xmn) := i(xij − xkl)
(
cos2(γ) sin(2θ)± sin2(γ) sin(2µ)

)
+ 2xmn sin2(γ) cos(2µ),

F±(xij, xkl, xmn) := ((xij − xkl) cos(θ ± µ) + i xmn sin(θ ± µ)) sin(2γ),

G±(xij, xkl, xmn) := (xij cos(θ ± µ) + i (xkl − xmn) sin(θ ± µ)) sin(2γ).
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ϕ = (2k − 1)π
2
, λ = 1 ϕ 6= k π

2
, λ = 1

x11 0 0 x14
0 x22 x23 0
0 x32 x33 0
x41 0 0 x44



x11 0 0 x14
0 x22 x23 0
0 x23 x22 0
x41 0 0 x44


ϕ = (2k − 1)π

2
, λ = −1 ϕ = (2k − 1)π

4
, λ = −1

0 x12 x13 0
x21 0 0 x24
x31 0 0 x34
0 x42 x43 0




0 0 0 0
0 x22 x23 0
0 −x23 −x22 0
0 0 0 0


ϕ 6= k π

3
∧ ϕ 6= k π

2
, λ = ei2ϕ ϕ 6= k π

3
∧ ϕ 6= k π

2
, λ = e−i2ϕ

0 x12 −x12 0
x21 0 0 x24
x21 0 0 x24
0 x42 −x42 0




0 x12 x12 0
x21 0 0 x24
−x21 0 0 −x24

0 x42 x42 0


ϕ = π

3
+ kπ ∨ ϕ = 2π

3
+ kπ, λ = ei2ϕ ϕ = π

3
+ kπ ∨ ϕ = 2π

3
+ kπ, λ = e−i2ϕ

0 x12 −x12 0
x21 x22 x22 x24
x21 −x22 −x22 x24
0 x42 −x42 0




0 x12 x12 0
x21 x22 −x22 x24
−x21 x22 −x22 −x24

0 x42 x42 0


ϕ 6= k π

3
∧ ϕ 6= k π

4
, λ = ei4ϕ ϕ 6= k π

3
∧ ϕ 6= k π

4
, λ = e−i4ϕ

0 0 0 0
0 x22 −x22 0
0 x22 −x22 0
0 0 0 0




0 0 0 0
0 x22 x22 0
0 −x22 −x22 0
0 0 0 0


Table 4.1: Nontrivial solutions for W1 = 0 depending on di�erent values of ϕ
and λ, k ∈ Z.

37



4.2. TWO-QUBIT TWIRLING Twirling Implementation

As previously mentioned, we want to choose only those values of γ, θ and
µ which con�ne a possible solution into the form (4.8), i. e. x14 = x41 = x23 =
x32 = 0 and x22 = x33 = x44. There is no constraint imposed on x44 for γ = k π

2
,

k ∈ Z, see relations for F and G. That is, we consider γ 6= k π
2
, k ∈ Z, which

also implies x14 = x41 = 0, see relations for A, B and C.
Consider θ = lπ

2
, l ∈ Z. Equations E± = 0 can then be rewritten in the

form
2x32 cos(2µ)± i(x22 − x33) sin(2µ) = 0.

By their addition we obtain 2(x23 + x32) cos(2µ) = 0. This relation together
with the equation for D, i. e. (x23 + x32) sin(2µ) = 0, implies x32 = −x23.
Equation 4.23 simpli�es under the substitution x32 → −x23 to the system of
�ve equations

x23 cos
(
±lπ

2
+ µ
)

+ i(x33 − x44) sin
(
±lπ

2
+ µ
)

= 0,

(x22 − x44) cos
(
±lπ

2
+ µ
)
− ix23 sin

(
±lπ

2
+ µ
)

= 0,

2x23 cos(2µ)− i sin(2µ)(x22 − x33) = 0.

(4.24)

Let us discuss di�erent values of µ. For µ = nπ
2
, n ∈ Z, the above system

is equivalent to these relations

(x33 − x44) sin
(

(l ± n)
π

2

)
= 0,

(x22 − x44) cos
(

(l ± n)
π

2

)
= 0,

x23 = 0.

It is easy to see that one cannot obtain both conditions x22 = x44 and x33 = x44
simultaneously. Hence, this choice of parameter values does not lead to the
twirling state. Consider µ 6= nπ

2
, n ∈ Z. For this value of µ are all sines in

(4.24) nonzero. With help of periodicity of cotangent function we can express
(4.24) by three equations

x33 − x44 + ix23 cot
(
l
π

2
− µ

)
= 0,

(x22 − x44) cot
(
l
π

2
− µ

)
+ ix23 = 0,

x33 − x22 − 2ix23 cot(2µ) = 0.

The previous system is solved by x33 = x22 + 2ix23 cot(2µ) and x44 = x22 +
ix23

(
cot
(
lπ
2
− µ

)
+ 2 cot(2µ)

)
which is, in general, not in the twirling form

neither.
We have shown there are solutions which are not in the required form (4.8)

for θ = lπ
2
, l ∈ Z. On the contrary, it turns out that for θ 6= lπ

2
, l ∈ Z, and an

arbitrary value of µ ∈ R the solution of (4.13) is always of the form (4.8).
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In order to proceed, let θ 6= lπ
2
, l ∈ Z. First, assume θ − µ = mπ, m ∈ Z.

As a consequence, equations F− = 0 and G− = 0 simplify to x44 = x22
and x32 = 0, respectively. Moreover, relations D = 0 and E+ = 0 reduce to
x23 sin(2µ) = 0 and (x22−x33) sin(2µ) = 0. Conditions θ 6= lπ

2
and θ−µ = mπ,

l,m ∈ Z, imply µ 6= nπ
2
, n ∈ Z. That is, equalities x23 = 0 and x33 = x22

hold and the remainder of relations is satis�ed immediately. To conclude, for
θ − µ = mπ, m ∈ Z, is the solution of (4.23) in the desired form (4.8).

Consider θ − µ = (2m − 1)π
2
, m ∈ Z. Similarly to the previous case we

have x23 = 0 and x44 = x33 implying x32 = 0 and x33 = x22. For θ − µ 6= mπ
2
,

m ∈ Z, we can use equations F− = 0 and G− = 0 to express

x23 = i(x22 − x44) cot(θ − µ),

x32 = −i(x33 − x44) tan(θ − µ)

and substitute them into remaining relations. We obtain

(x22 − x33)
(

sin(2θ) +
sin(2µ)

cot2(γ)

)
− 2(x33 − x44)

cos(2µ)

cot2(γ)
tan(θ − µ) = 0,

(x22 − x33)
(

sin(2θ)− sin(2µ)

cot2(γ)

)
+ 2(x22 − x44)

cos(2µ)

cot2(γ)
cot(θ − µ) = 0,

(x22 − x44)
(

cot2(γ)

sin2(θ − µ)
sin(2θ) + cot(θ − µ) sin(2µ)

)
−(x33 − x44) sin(2µ) tan(θ − µ)− (x22 − x33) cot2(γ) sin(2θ) = 0,

(x22 − x44) cos(θ + µ) cot(θ − µ) + (x33 − x44) sin(θ + µ) = 0.

Let θ − µ 6= mπ
2
and θ + µ = nπ, m,n ∈ Z. Then the fourth equation

above reduces to x44 = x22 and the second equation is thence in the form
(x22 − x33) sin(2µ) = 0. Parameter values under consideration imply µ 6= pπ

2
,

p ∈ Z, and the �nal solution is x44 = x33 = x22 and x23 = x32 = 0. Let
θ − µ 6= mπ

2
and θ + µ = (2n− 1)π

2
, m,n ∈ Z. Similarly to the previous case

x44 = x33 holds implying x33 = x22 and x23 = x32 = 0.
Finally, assume θ − µ 6= mπ

2
and θ + µ 6= nπ

2
, m,n ∈ Z. We can extract

the matrix element x22 = x44 − (x33 − x44) tan(θ − µ) tan(θ + µ) from the
fourth equation and substitute it into the other equations. These reduce to
two independent relations

(x33 − x44) sin(2µ) = 0,

(x33 − x44) cos(2µ) = 0,

which lead to x44 = x33. To conclude, for ϕ = (2k − 1)π
2
, γ 6= lπ

2
, θ 6= mπ

2
,

k, l,m ∈ Z, and µ ∈ R is a solution of (4.13) in the desired twirled form (4.8).
Let us treat the case for ϕ 6= k π

2
, k ∈ Z, and λ = 1, see Table 4.1 for

the corresponding solution. The only di�erence from X1 (4.19) is such that
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x23 = x32 and x22 = x33. Analogously to the previous case we demand that
γ 6= k π

2
, k ∈ Z. It implies x14 = x41 = 0 and equations D = 0 and E± = 0

simpli�es to x23 sin(2µ) = 0 and x23 cos(2µ) = 0. That is, x23 = 0 and the
remaining nontrivial relations F± = 0 and G± = 0 can be expressed as

(x22 − x44) sin(θ ± µ) = 0,

(x22 − x44) cos(θ ± µ) = 0,

which means x22 = x44. To conclude, for ϕ 6= k π
2
, γ 6= lπ

2
, k, l ∈ Z, and λ = 1

we obtain solution of (4.13) in the form (4.8).
We can draw the following conclusion. All solutions of (4.13) for λ = 1 are

in the desired form (4.8) provided that one condition from the list

1. ϕ = (2k − 1)π
2
∧ γ 6= lπ

2
∧ θ 6= mπ

2
, k, l,m ∈ Z,

2. ϕ 6= k π
2
∧ γ 6= lπ

2
, k, l ∈ Z,

is satis�ed. Finally, we have to prove there are no other λ 6= 1, |λ| = 1,
enabling nontrivial solutions for parameter values shown above. We substitute
appropriate matrices from Table 4.1 into W2 = 0 for these parameter values
and solve. This procedure is rather lengthy work with linear equations, hence
we present veri�cation for λ = −1 only.

Let λ = −1 and ϕ = (2k − 1)π
2
, γ 6= lπ

2
, θ 6= mπ

2
, k, l,m ∈ Z. Any solution

for W1 = 0 is of the form X2 (4.19). After we substitute this partial solution
into W2 = 0 we obtain

0 A−(x12, x13) A+(x13, x12) C−(x13, x12)
B−(x21, x31) D(x42, x24) E+(x24, x43) G−(x24, x34)
B+(x31, x21) E−(x42, x34) F (x43, x34) G+(x34, x24)
C+(x31, x21) H−(x42, x43) H+(x43, x42) I(x24, x42, x34, x43)

 = 0,

(4.25)
where

A±(xij, xkl) := xij

(
1

sin2(γ)
± cos(2µ) + cot2(γ) cos(2θ)

)
+ ixkl

(
cot2(γ) sin(2θ)∓ sin(2µ)

)
,

B±(xij, xkl) := xij

(
1

sin2(γ)
± cos(2µ) + cot2(γ) cos(2θ)

)
+ ixkl

(
cot2(γ) sin(2θ)± sin(2µ)

)
,

C±(xij, xkl) := xij sin(θ ± µ)− ixkl cos(θ ± µ),

D(xij, xkl) := xij cos(θ − µ)− xkl cos(θ + µ),

E±(xij, xkl) := xij sin(θ ± µ) + ixkl cos(θ ∓ µ),

F (xij, xkl) := xij sin(θ − µ)− xkl sin(θ + µ),
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G±(xij, xkl) := xij

(
cos(2γ)

cos2(γ)
+ cos(2θ)± tan2(γ) cos(2µ)

)
+ ixkl

(
sin(2θ)± tan2(γ) sin(2µ)

)
,

H±(xij, xkl) := xij

(
cos(2γ)

cos2(γ)
+ cos(2θ)± tan2(γ) cos(2µ)

)
+ ixkl

(
sin(2θ)∓ tan2(γ) sin(2µ)

)
,

I(xij, xkl, xmn, xop) := xij cos(θ + µ)− xkl cos(θ − µ)

+ ixmn sin(θ + µ)− ixop sin(θ − µ).

First, let us consider θ−µ = nπ, n ∈ Z. This together with the assumption
imposed on θ implies µ 6= pπ

2
, p ∈ Z. Moreover, the equation C− = 0 simpli�es

to x12 = 0 and the equation F = 0 simpli�es to x34 = 0. Under these conditions
relations A± = 0 reduce to x13 = 0 and the equation G+ = 0 takes the form
x24 = 0. For these values of arguments relations D = 0 and E+ = 0 are
equivalent to x42 = 0 and x43 = 0, respectively. After all simpli�cations
being performed we can express x31 = −ix21 tan(µ) from the equation B+ = 0
and substitute. As a consequence, we obtain the �nal relation x21 = 0 (from
B− = 0 or C+ = 0) implying x31 = 0. To sum up, there is only the trivial
solution of (4.13) for values of parameters ϕ, γ and θ chosen above, λ = −1
and θ − µ = nπ, n ∈ Z. For θ − µ = (2n − 1)π

2
, n ∈ Z, we perform a similar

discussion with the same result.
Let θ − µ 6= nπ

2
, n ∈ Z. From C− = 0, D = 0 and E+ = 0 we can express

(in the respective order)

x13 = ix12 cot(θ − µ),

x42 = x24
cos(θ + µ)

cos(θ − µ)
,

x43 = ix24
sin(θ + µ)

cos(θ − µ)
.

After the substitution, equationsA± = 0 are equivalent to relations x12 sin(µ) =
0 and x12 cos(µ) = 0. It implies x12 = 0. Moreover, relations E− = 0 and
F = 0 lead to x34 = ix24 tan(θ− µ). At this moment, equations G± = 0 are of
the form

x24
(
2 cos(2γ) cos2(θ)− sin(2θ) tan(θ − µ)

)
= 0,

x24
(
2 cos(2γ) cos2(θ) + sin(2θ) cot(θ − µ)

)
= 0.

When we subtract those equations we obtain x24
sin(2θ)

sin(2(θ−µ)) = 0, i. e. x24 = 0.
There are still three remaining equations B± = 0 and C+ = 0. Suppose
θ + µ = nπ, n ∈ Z. Then C+ = 0 reduces to x21 = 0 which implies x31 = 0,
see B± = 0. For θ + µ 6= nπ, n ∈ Z, we can express x31 = ix21 cot(θ + µ)
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from C+ = 0. Relations B± = 0 are now equivalent to x21 sin(µ) = 0 and
x21 cos(µ) = 0, hence x21 = 0. Finally, we see there are only trivial solutions
of (4.13) for λ = −1 and ϕ = (2k − 1)π

2
, γ 6= lπ

2
, θ 6= mπ

2
, k, l,m ∈ Z.

Let λ = −1 and ϕ 6= k π
2
, γ 6= lπ

2
, k, l ∈ Z. The system of equations W2 = 0

is reduced by the corresponding solution of W1 = 0 to these seven relations

x22 cos(2θ)± tan2(γ)(x22 cos(2µ)− ix23 sin(2µ)) = 0, (4.26)
x22 cos(θ ± µ)∓ ix23 sin(θ ± µ) = 0, (4.27)
x23 cos(θ ± µ)∓ ix22 sin(θ ± µ) = 0, (4.28)

x23 cos(2θ) = 0. (4.29)

For θ − µ = mπ, m ∈ Z, equations (4.27) and (4.28) (for the plus sign
between two terms) reduce to x22 = 0 and x23 = 0, respectively. The other
equations are automatically satis�ed for these values of x22 and x23. For θ−µ =
(2m−1)π

2
,m ∈ Z, we perform an analogous discussion obtaining x22 = x23 = 0.

Let θ − µ 6= mπ, m ∈ Z. We can express x23 = ix22 cot(θ − µ) from (4.27)
and substitute it to the remainder of equations. We obtain x22 = 0, see (4.28)
with the plus sign between the terms, and thence x23 = 0.

Therefore, we conclude that for λ = −1 and values of parameters stated
in Theorem 1 there is no nontrivial solution of (4.13). We already know for
which values of parameters ϕ, γ, θ and µ solutions of (4.13) are in the de-
sired form (4.8). This case corresponds to two unitary matrices utilized for
construction of random unitary operation Φ. As a next step we discuss iter-
ative implementation of twirling operation (4.5) with an arbitrary number of
unitaries.

4.2.3 Generalization to More Unitaries

In the previous part we studied for which choice of RUO Φ (4.7) iterated
applications of Φ tend to the two-qubit twirling (4.5). We summarized our
results in Theorem 1. This subsection presents a generalization of this theorem.
It concerns RUOs Φ (4.2) with an arbitrary number m of unitary matrices

Φ(A) =
m∑
i=1

pi UiAU
†
i , (4.30)

where {Ui}mi=1 are two-qubit local unitaries Ui = ui⊗ui with detui = 1. With-
out loss of generality we assume that each Ui is di�erent from the identity
matrix. Again, our aim is to �nd out for which unitaries Ui iterated applica-
tions of RUO Φ approaches to the two-qubit twirling (4.5).

In order to proceed we introduce the suitable parametrization of unitaries
ui. Analogously to subsection 4.2.1 we can always choose a basis for {ui}mi=1

in which one chosen one-qubit matrix ui0 is diagonal. The unitary operation
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ui0 is thence parametrized by one real parameter ϕi0 , see (4.12). The other
unitaries uj are described be three parameters γ(i0)j , θ(i0)j , µ(i0)

j , j ∈ m̂, j 6= i0,
see (4.11). It is important to stress that this parametrization is �xed by the
chosen local basis in which ui0 is diagonal. Therefore, the lower index of the
parameter ϕ and the upper index of parameters γ, θ and µ refer to our choice
of the diagonal basis for ui0 . Under these considerations we can formulate the
following theorem.

Theorem 2. Let Φ be a random unitary operation (4.30) with m ≥ 2 number
of two-qubit unitaries {Ui}mi=1, where Ui = ui⊗ui, Ui 6= I and detui = 1. Then
elements of the attractor space Attr(Φ) are of the form (4.8) and σ|1|(Φ) = {1}
if and only if Φ satis�es one of the following conditions.

1. Assume trui0 6= 0 for some i0 ∈ m̂. Then there is j ∈ m̂, j 6= i0,

satisfying γ
(i0)
j 6= lπ

2
, l ∈ Z.

2. For each i ∈ m̂, trui = 0 holds. We �x an arbitrary ui0. Then there are

j, k1, k2 ∈ m̂, j 6= i0, k1 6= i0, k2 6= i0, such that γ
(i0)
j 6= lπ

2
, l ∈ Z, and

µ
(i0)
k1
6= µ

(i0)
k2

+ pπ
2
, p ∈ Z.

Proof. The proof of the above theorem is rather lengthy work with di�erent
settings of parameters which characterize unitaries ui. We sketch basic ideas of
the proof. Since we already performed similar investigation for simpler case of
m = 2 in Theorem 1 we want to employ its results even for a generalized setup.
The attractor space Attr(Φ) is determined by m equations of the form (3.12).
We �x one particular i0 ∈ m̂ and one more index j ∈ m̂. Now we can solve
equations (3.12) for these two unitaries Ui0 and Uj only. By calculations similar
to those in the proof of Theorem 1 we �nd all possible forms of attractors
corresponding to RUO (4.7) for di�erent values of parameters ϕ, γ(i0)j , θ(i0)j

and µ(i0)
j .

With i0 kept �xed we can perform such analysis for each j ∈ m̂, j 6= i0.
One can see that each pair of unitaries Ui0 , Uj restricts via (3.12) the possible
attractor spectrum σ|1|(Φ) of the map Φ and its associated attractor space.
That is, for one particular λ ∈ σ|1|(Φ) we obtain m − 1 sets of solutions of
(4.13) corresponding to Wi0 = 0 ∧Wj = 0, j ∈ m̂, j 6= i0. We denote such
sets as Attr(Uj, λ). The elements of the attractor space Attr(Φ) associated
with eigenvalue λ are than obtained as all operators lying in the intersection⋂
j∈m̂,j 6=i0 Attr(Uj, λ). By this procedure we explore attractor sets of the map

Φ for di�erent values of parameters and use results obtained in the proof of
Theorem 1.

The last issue which stays unresolved is how to choose the index i0, i. e.
which one-qubit unitary ui is suitable for diagonalization. Recall Theorem 1
and its proof. It is easier to determine whether the RUO (4.7) implements the
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two-qubit twirling if the parameter ϕ of the unitary operation u1 is not equal
to k π

2
, k ∈ Z. Therefore, if it is possible we choose the index i0 in such a way

that ϕi0 6= k π
2
, k ∈ Z. Provided that ui is not equal to the identity matrix

one can show that ϕi 6= k π
2
i� trui 6= 0, k ∈ Z. Suppose trui = 0 for each

i ∈ m̂ now and recall a general form of a 2×2 unitary matrix (4.11). From this
formula one can deduce trui = 2 cos θi cos γi. That is, if all unitaries {ui}mi=1

have a zero trace then for any diagonal basis corresponding to some ui, i ∈ m̂,
there are lj ∈ Z, j ∈ m̂, j 6= i, such that γ(i)j = (2lj − 1)π

2
or θ(i)j = (2lj − 1)π

2
.

Using approach described above one can analyze this enormously restricted set
of parameter values quickly.

Let us discuss equivalence of Theorem 1 and Theorem 2. Apparently, the
second condition in Theorem 2 can be applied for RUOs Φ withm ≥ 3 unitaries
only. On the contrary, it can be proven that the �rst condition with m = 2 is
equivalent to Theorem 1 stated in subsection 4.2.2. Indeed, let m = 2 and the
�rst statement in Theorem 2 be satis�ed. One can diagonalize unitary matrix
ui0 which is now parametrized by ϕi0 6= k π

2
, k ∈ Z. Since we assume γj 6= lπ

2
,

l ∈ Z, we obtain the second condition in Theorem 1 immediately. In order
to prove the other implication let the RUO Φ follow Theorem 1. The second
condition in this theorem directly implies the �rst condition in Theorem 2.

The �rst condition requires ϕ1 = (2k − 1)π
2
for some k ∈ Z and γ(1)2 6= lπ

2
,

θ
(1)
2 6= mπ

2
, l,m ∈ Z. One can show that tru2 6= 0, i. e. ϕ2 6= k π

2
, k ∈ Z.

Iterative applications of Φ tend to the two-qubit twirling (4.5). This fact and
the second condition of Theorem 1 (ϕ2 6= k π

2
) implies γ(2)1 6= lπ

2
, l ∈ Z. We

have shown equivalence of both theorems for m = 2.

4.2.4 Discussion

We have shown in which cases the iterative method can be harnessed to im-
plement the two-qubit twirling. It turns out that this method converges to
the desired twirled state for almost all choices of unitaries which forms a RUO
used for iterations.

Within the class of random unitary operations able to implement the
twirling (4.5) there are RUOs which converge slower or faster. The speed
of convergence is in�uenced by several factors. Namely, by the number of
unitaries in RUO (3.6), their precise forms and by associated probabilities.
Generally speaking, more unitaries employed in the de�nition of RUO allow
faster convergence, provided that they follow Theorem 1. Thus, one can gradu-
ally enlarge the number of unitaries to achieve a given accuracy of the twirling
approximation in less steps. In the extreme situation, one can choose unitaries
following Theorem 1 which form a group. Then the precise twirling operation
is obtained already after one step. The original implementation introduced in
subsection 3.3.1 constitutes such an example.
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Indeed, the formula (3.16) used in the original approach represents a ran-
dom unitary operation whose unitaries form a �nite group. Moreover, all
unitaries used for the construction of (3.16) are applied locally to both qubits
and satisfy conditions stated in Theorem 1. Therefore, the attractor space of
(3.16) is spanned by the identity matrix and |Ψ−〉〈Ψ−| only, where |Ψ−〉 is the
singlet state, see section 1.6. If we recall the discussion corresponding to (4.4)
it is obvious that one application of (3.16) on an initial state leads immediately
to the twirled state.

In view of this discussion, the iterative method can be seen as a trade o�
between the number of unitaries employed and the number of steps required
to achieve a given accuracy. We presented the applicability of the iterative
method for the two-qubit twirling implementation. In the next part we focus
on its optimal setting with respect to di�erent choices of parameters. We again
investigate the special case of RUO (4.7) with two unitaries only.

4.3 Rate of Convergence�Numerical Part

In the previous section, we performed an analytical investigation of the at-
tractor space Attr(Φ) corresponding to RUO Φ (4.7). We found out for which
values of parameters φ, θ, γ and µ the random unitary operation Φ is able
to implement the two-qubit twirling, see Theorem 1. Even though Φ tends to
twirling (4.5) for almost all values of parameters, Theorem 1 does not deal with
the fact how fast such convergence is. With respect to a physical realization
of the iterative method it is important to know the dependence of speed of
convergence on di�erent parameter values. In this section we cope with this
issue.

In order to proceed we need to quantify the rate of convergence with which
Φn tends to the twirling P (4.5). To this end, let us introduce several no-
tions needed for the subsequent discussion. Let λs be the so-called subleading
eigenvalue, that is the eigenvalue of RUO Φ for which

|λs| = max {|λ| |λ ∈ σ(Φ) ∧ λ /∈ σ|1|(Φ)},

where σ|1|(Φ) is the attractor spectrum of Φ. In other words, the subleading
eigenvalue is such an eigenvalue of Φ which has the highest modulus among
all eigenvalues λ with |λ| < 1. Recall Appendix B, let p ∈ N be the number
of Jordan blocks Jj of Φ (4.9) corresponding to the subleading eigenvalue λs.
Moreover, let ds ≡ maxj∈p̂ {dj}, where dj = dim Jj, j ∈ p̂.

The distance decay between Φn and P for increasing number n of iterative
steps serves as a measure by which we evaluate the rate of convergence of
Φn to the twirling P (4.5). In [10] it was shown that the Hilbert-Schmidt
norm of the �perturbation� Φn−P is bounded above by a term which depends
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exponentially on the modulus of λs in the following way

‖Φn − P‖ ≤ C|λs|n−ds+1nds−1. (4.31)

The positive number C appearing in (4.31) is a function of the norm of Φ
and for particular choice of RUO is therefore constant. In accordance with
the previous inequality we will investigate relation between the subleading
eigenvalue λs of Φ (4.7) and values of parameters ϕ, γ, θ and µ. In particular,
we will be interested in modulus of λs only. Roughly speaking, lesser the |λs|,
faster the convergence.

In the following we will construct an algorithm searching for the minimal
subleading eigenvalue of Φ. Before we proceed to this task it is reasonable to
�nd out whether we can restrict our survey to some subintervals of param-
eter ranges with no need to go through all possible parameter values. Such
restrictions can signi�cantly shorten computational time of the algorithm.

4.3.1 Restrictions of Parameter Ranges

As mentioned above it is suitable to restrict ranges of parameters used for
the description of RUO (4.9). To begin with, recall subsection 4.2.1. For our
purposes in the remainder of this section we can simplify the form of (4.9)
even more. In the computational basis unitary matrices Vi, i ∈ 2̂, are in the
form Vi = vi ⊗ vi where v1 is diagonal. We will show that by an appropriate
choice of a local basis we can get rid of parameter µ which does not in�uence
the spectrum of RUO Φ. Consider D = d⊗ d⊗ d∗ ⊗ d∗ where

d =

(
ei
µ
2 0

0 e−i
µ
2

)
.

Multiplication of Φ (4.9) by D and D† yields

D ·Φ ·D† = p D · (V1 � V ∗1 ) ·D† + (1− p) D · (V2 � V ∗2 ) ·D†. (4.32)

Since D is unitary, (4.32) corresponds to change of a basis of Φ. Matrix V1 is
diagonal and is thence not a�ected by multiplication in (4.32). Unitaries Vi,
i ∈ 2̂, are now of the form Vi = vi ⊗ vi where

v1 =

(
eiϕ 0
0 e−iϕ

)
and v2 =

(
eiθ cos(γ) − sin(γ)

sin(γ) e−iθ cos(γ)

)
. (4.33)

As a next step, we will restrict ranges of remaining parameters ϕ, γ and θ.
First, we narrow down the range of the parameter ϕ which occurs in v1 (4.33).
It is evident that the substitution ϕ → ϕ + π leaves the matrix V1 = v1 ⊗ v1
unchanged. Therefore, we can restrict the parameter ϕ to the [0, π). Moreover,
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we can restrict ϕ to the interval [0, π
2
). Indeed, using the substitution ϕ→ π−ϕ

one obtains

v1 =

(
eiϕ 0
0 e−iϕ

)
ϕ→π−ϕ
−−−−→

(
−e−iϕ 0

0 −eiϕ
)

= −v∗1, (4.34)

which implies transformations V1 → V ∗1 and V ∗1 → V1 resulting in V1 � V ∗1 →
(V1 � V ∗1 )∗. On the other hand, recall matrix v2 (4.33) and note that by
application of the substitution θ → −θ one can obtain a complex conjugate
of v2, i. e. V2 � V ∗2 → (V2 � V ∗2 )∗. If we perform last two substitutions
simultaneously, we obtain

Φ
ϕ→π−ϕ
−−−−→
θ→−θ

Φ∗.

Since we are interested in eigenvalue modulus only we can feel free to restrict
the range of ϕ to [0, π

2
) while keeping in mind the simultaneous transformation

of θ.
Arguments for restrictions of γ are similar to the previous case. Substitu-

tion γ → γ+π transforms v2 into −v2 and V2 �V ∗2 is therefore left unchanged.
After the transformation γ → π − γ, the matrix v2 reads(

−eiθ cos γ − sin γ
sin γ −e−iθ cos γ

)
.

We can take into account also the parameter θ. By the substitution θ → θ+π
we recover the original matrix v2. The simultaneous application of last two
substitutions yields

v2
γ→π−γ
−−−−→
θ→θ+π

v2.

It enables us to restrict the range of parameter γ to the interval [0, π
2
). Again,

we should not forget that both transformations γ → π−γ and θ → θ+π have
to be performed simultaneously.

Another possibility how to check validity of this restriction is to notice

v2
γ→π−γ
−−−−→ −vT2 ,

hence V2 �V ∗2 → (V2 �V ∗2 )T (see Appendix A). Since V1 �V ∗1 is diagonal, it is
equal to its transpose. The net e�ect of the substitution for γ can be written
as

Φ
γ→π−γ
−−−−→ ΦT .

It is easy to see that Φ has the same spectrum as its transpose, so we
can make the restriction γ ∈ [0, π

2
) without any manipulation with parameter

θ. Constraints imposed on θ by transformations of ϕ (and γ) implies that the
whole interval [0, 2π) has to be analyzed for θ. Similarly, the entire range (0, 1)
of the parameter p has to investigated.
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Finally, we can conclude it is su�cient to examine only these ranges of
parameters when estimating speed of convergence of the iterative method for
RUO (4.9)

ϕ ∈
[
0,
π

2

)
, γ ∈

[
0,
π

2

)
, θ ∈ [0, 2π), p ∈ (0, 1).

In the next part we describe an algorithm which explores parameter ranges
shown above in order to look for the minimal subleading eigenvalue.

4.3.2 Algorithm

To perform numerical analysis we need to construct an algorithm which goes
through restricted intervals of all parameters characterizing Φ (4.9) and cal-
culates modulus of associated subleading eigenvalues. We make use of simpli-
�ed form of Φ presented in the previous subsection, see (4.33). Using of the
subleading eigenvalue in order to estimate the rate of convergence of Φn to
twirling (4.5) was justi�ed at the beginning of section 4.3. The most simple
code accomplishing our goal is demonstrated in Figure 4.1 (we used Wolfram
Mathematica 9.0 Student Edition software for our computations). In this case
we plot subleading eigenvalues as a function of parameters ϕ and γ.

Let us brie�y present all the functions shown in Figure 4.1. Function
UN returns the ensemble of two matrices under consideration (see V1 and V2
in (4.9)), matrixRepresentation then takes these matrices to construct Φ
(4.9). Function subleadingEigenvalue is responsible for search of the sub-
leading eigenvalue which corresponds to given parameter values. This function
is applied by subEigPhiGamma to su�ciently many θ ∈ [0, 2π) and p ∈ (0, 1)
uniformly distributed with discrete steps stepTheta and stepP, respectively.
The subleading eigenvalue for ϕ and γ given and for arbitrary θ and p is re-
turned as an output. Finally, the mainFunction maps subEigPhiGamma onto
discretized intervals for ϕ ∈ [0, π

2
) and γ ∈ [0, π

2
) with steps stepPhi and

stepGamma, respectively.
We have described the algorithm which computes the subleading eigen-

value of RUO Φ (4.9) for di�erent choices of parameters. At this moment,
we can proceed to numerical analysis of the rate of convergence with which Φ
approximates the twirling operation.

4.3.3 Results

In subsection 4.2.2 we proved that the iterative method converges to the desired
twirling operation for almost all values of parameters. Another important issue
is the speed of convergence to this desired operation. This part aims to explore
regions of parameter values for which is the rate of convergence maximal.

First, we demonstrate how the subleading eigenvalue λs of the map Φ
(4.7) depends on parameters ϕ, γ, θ and p. We numerically explore ranges of
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UN@φ_, θ_, γ_D :=

KroneckerProduct @ð , ð D & ê@ : ãä φ 0

0 ã−ä φ
,

ãä θ Cos@γ D −Sin@γ D
Sin@γ D ã−ä θ Cos@γ D >

matrixRepresentation @U_, p_D :=

p ∗ KroneckerProduct @U @@1DD, U @@1DD­D +

H1 − pL ∗ KroneckerProduct @U @@2DD, U @@2DD­D
subleadingEigenvalue @p_, θ_, φ_, γ_D := Module @8ei, i<,

ei = Eigenvalues @matrixRepresentation @UN@φ, θ , γ D, pDD;

If@Abs@ei@@−1DDD � 1, Return @1DD;

For@i = 1, i ≤ Length @eiD, i ++, If@Abs @ Hei@@iDDL < 1, Break@DDD;

ei@@iDD
D

step = 0.01;

stepTheta = step;

stepPhi = step;

stepGamma = step;

stepP = 0.05;

subEigPhiGamma @φ_, γ_D := Module @8 λMax = 1, θ, p, λ<,

For@θ = 0, θ < 2 π, θ += stepTheta ,

For@p = stepP, p < 1, p += stepP,

λ = subleadingEigenvalue @p, θ, φ, γ D;

If@Abs @ λ < Abs @ λMax, λMax = λD;

D
D
λMax

D

mainFunction @D := Module B8output , φ, γ<,

output = 8<;

ForBφ = stepPhi , φ <
π

2
, φ += stepPhi ,

ForBγ = stepGamma , γ <
π

2
, γ += stepGamma ,

AppendTo @output , 8φ, γ, subEigPhiGamma @φ, γD<DF
F
output ê. 8Null → 1<

F

Figure 4.1: Subleading eigenvalue searching algorithm
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parameters ϕ, γ, θ and p in order to seek for the minimal subleading eigenvalue
of RUO Φ. We employ the algorithm presented in the previous subsection with
steps step = stepPhi = stepGamma = stepTheta = 0.01 and stepP = 0.05,
see Figure 4.1. Obtained results are presented in Figure 4.2 and Figure 4.3. In
both plots the modulus of the minimal subleading eigenvalue λs is depicted as
a function of parameters ϕ and γ. It is calculated for ϕ and γ �xed while going
through whole ranges of parameters θ and p. Red colour stands for modulus of
subleading eigenvalue λs which is close to one, blue colour represents value of
modulus close to zero. As Figure 4.2 suggests the lowest subleading eigenvalues
lie in two separated regions characterized by these approximate parameter
ranges

ϕ ∈ (0.80, 0.90), γ ∈ (1.05, 1.25), p ∈ (0.45, 0.60);

ϕ ∈ (1.15, 1.30), γ ∈ (0.75, 0.90), p ∈ (0.40, 0.60);
(4.35)

where the value of θ approaches one of values 0, π or 2π. As these regions
contain λs with signi�cantly smaller modulus than can be achieved in the rest
of parameter ranges we call them regions of fast convergence.

If we perform this analysis with smaller steps step = 0.002 and stepP =
0.001 we encounter the global minimum of modulus of the subleading eigen-
value λs for these parameter values

ϕ = 1.276, γ = 0.828, θ = 2.856, p = 0.503 with |λs| = 0.177193. (4.36)

We will refer to this setting of parameters as the ideal case in the remainder
of this section. To show the dependence of the subleading eigenvalue on θ and
p for given values of ϕ and γ see Figure 4.4. For this particular case we �x
parameters ϕ and γ with values stated in (4.36). As one can see the minimal
values of λs are achieved for the parameter p close to one half which is in
correspondence with relations (4.35).

The modulus of λs for RUOs whose parameters lie in regions of fast conver-
gence (4.35) turns out to be quite sensitive with respect to a particular setting
of parameter values. In order to demonstrate this sensitivity, let γ = 0.828
and p = 0.503. When we slightly modify parameters ϕ and θ lying nearby the
ideal case (4.36) we obtain

ϕ = 1.275, θ = 2.855 : |λs| = 0.211387,

ϕ = 1.275, θ = 2.856 : |λs| = 0.267982,

ϕ = 1.276, θ = 2.855 : |λs| = 0.264374,

ϕ = 1.276, θ = 2.856 : |λs| = 0.177193.

Even though we change values of ϕ and θ in order of thousandths, the modulus
of λs responds as a change by several hundredths.

At this moment, let us demonstrate the di�erence in the rate of conver-
gence between two appropriate sets of parameters. In the �rst case we choose
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Figure 4.2: Modulus of subleading eigenvalue λs (top view) for steps step =
0.01 and stepP = 0.05�red colour marks the maximal value of λs, blue the
minimal one.

Figure 4.3: Modulus of subleading eigenvalue λs (right-hand side view) for
steps step = 0.01 and stepP = 0.05�red colour marks the maximal value of
λs, blue the minimal one.
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Figure 4.4: Modulus of subleading eigenvalue λs for ϕ = 1.276, γ = 0.828
and steps stepP = 0.010, stepTheta = 0.010�red colour marks the maximal
value of λs, blue the minimal one.

parameter values lying far from both regions (4.35). In particular, we use these
values

ϕ = 0.100, γ = 0.100, θ = 0.100, p = 0.500. (4.37)

In the second case we choose values corresponding to the ideal case (4.36).
Comparison of both settings can be seen in Figure 4.5. We generate a random
density matrix ρ and apply the RUO Φ on it successively, i. e. ρ(n) = Φn(ρ).
Parameter d stands for the Hilbert-Schmidt norm of the di�erence of ρ(n) and
ρ∞ (3.11). In the plot we show the distance d as a function of the number of
steps n. It is obvious that Φn(ρ) converges to the twirling (4.5) signi�cantly
faster for the ideal choice of parameter values.

As already mentioned the iterative method seems to be quite robust with
respect to imperfections of unitaries Ui constituting the RUO Φ which ap-
proximates the twirling operation. In order to demonstrate this fact suppose
that in each step of the evolution all parameter values specifying the RUO
slightly vary from the ideal case (4.36). To describe parameter perturbations
we introduce a new parameter ∆. It represents the maximal value by which
parameters characterizing the RUO can di�er from its ideal counterpart. In
Figure 4.6 we can see results obtained for ∆ = 0.001 and for the same initial
state as in Figure 4.5. Purple dots correspond to the ideal case (4.36), red
dots to the varying set of parameter values which di�er from the ideal case
by ∆ = 0.001 at the maximum. By inspection of Figure 4.6 we can see that
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Figure 4.5: Comparison of speed of convergence for two di�erent choices of
parameter values describing RUO Φ (4.9); n stands for the number of iterative
steps and d = ‖ρ(n)− ρ∞‖. Purple dots correspond to the setting (4.36), red
dots to the setting (4.37).
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Figure 4.6: Demonstration of evolution with slightly modi�ed RUOs applied
in each iterative step; n stands for the number of iterative steps and d =
‖ρ(n)− ρ∞‖. Purple dots correspond to the ideal case (4.36), red dots to the
varying set of parameter values which di�er from the ideal case by ∆ = 0.001
at the maximum.
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the disrupted setting with changing parameters converges to the desired state,
even though in a slower manner.

In this section we considered the two-qubit twirling operation (4.5) and
its implementation by the random unitary operation Φ (4.7). We performed
numerical analysis of this setup and presented the most important results.
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Chapter 5

Conclusion

General twirling operations represent a useful tool in various �elds of quantum
information theory. They can be successfully employed in di�erent algorithms
such as entanglement puri�cation protocols. In this thesis we have presented a
new iterative method which can be e�ciently applied to implement the twirling
operation. This technique use an appropriate random unitary operation as its
key component. In order to provide description of the method in the �rst
chapter we introduced basic terminology and objects studied by quantum in-
formation theory. In the second chapter we listed several examples of quantum
algorithms, especially quantum entanglement puri�cation protocol.

In the third chapter we studied spectral properties of random unitary op-
erations needed for subsequent discussion. Furthermore, we provided an exact
de�nition of the general twirling operation and its special case useful for ap-
plications in quantum algorithms. We presented the original approach of the
two-qubit twirling implementation. In the fourth chapter we investigated basic
properties of general twirling operations.

On the basis of obtained �ndings we demonstrated the principle of the
iterative method and provided necessary and su�cient conditions a random
unitary operation has to satisfy to implement the two-qubit twirling. It turns
out that the iterative method for the two-qubit twirling works for a huge class
of random unitary operations. Since a rate of convergence of the method is
a�ected signi�cantly by a particular form of the RUO employed we performed
corresponding numerical analysis. In the �nal part of the fourth chapter we
showed relation between di�erent values of parameters characterizing the RUO
and speed with which the method converges to the two-qubit twirling opera-
tion.
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Appendix A

Tensor Product of Matrices

A tensor product of complex matrices is represented by the Kronecker product
which is de�ned as follows. Let m,n, p, q ∈ N, A ∈ Cm,n and B ∈ Cp,q, then

A�B =

a11B · · · a1nB
... . . . ...

am1B · · · amnB

 .

We list the most important tensor product properties relevant for our purposes.

• The tensor product is bilinear and associative.

• The tensor product of two unitary matrices is unitary.

• Let A ∈ Cm,n and B ∈ Cp,q be some matrices, m,n, p, q ∈ N, then

(A�B)∗ = A∗ �B∗,

(A�B)T = AT �BT ,

(A�B)† = A† �B†.

• Let A ∈ Cm,n, B ∈ Cn,o, C ∈ Cp,q and D ∈ Cq,r be some matrices,
m,n, o, p, q ∈ N, then the following relation holds

(A ·B) � (C ·D) = (A� C) · (B �D).
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Appendix B

Jordan Canonical Form

Let A ∈ Cn,n, n ∈ N. Then there exist a block diagonal matrix J and an
invertible matrix T such that A = TJT−1 and

J =


J1

J2
. . .

Jp

 , where Jj =


λj 1

λj
. . .
. . . 1

λj


and λj are (not necessarily di�erent) eigenvalues of A, j ∈ p̂. The matrix J is
called the Jordan canonical form of A.

The existence of T is equivalent to the existence of the Jordan basis {Yj,k}j,k,
j ∈ p̂, k ∈ {1, . . . , dim Jj}. It is formed by generalized eigenvectors of A. In
this basis is A represented by the block diagonal matrix J .
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