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June 1, 2006



Název práce:
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Introduction

The problem of optimal quantum state determination is closely related to mutually un-
biased measurements. The aim of this work is to present a basic overview of quantum
mechanics in finite dimensions and then proceed to the problem of state determination
and mutually unbiased measurements. Relations between the Pauli group ΠN , vector
space ZN × ZN and the existence of mutually unbiased bases in prime dimensions N
shall be examined too.
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Chapter 1

Fundamental notions of quantum
theory

Quantum mechanics provides us with a mathematical framework for the development of
physical theories. The fundamental role in quantum mechanics is played by vectors in a
Hilbert space:

Definition 1 (Hilbert space). Hilbert space is a vector space with inner product and com-
plete with respect to the metric induced by the inner product.

Hilbert space H represents the state space of a given physical system, meaning that
every state of the system corresponds to a vector from H. According to classical me-
chanics it is possible to determine a result of any measurement performed at time t on a
system consisting of N mass points once we know its 3N coordinates and 3N momenta
that describe the system at the same time t. While in quantum theory, one can give only
probabilities of outcomes of a given measurement.

1.1 Pure states
Hilbert space that is often encountered in quantum mechanics is L2(R3), an infinite-
dimensional vector space composed of functions f (x, y, z)|x, y, z ∈ R such that

‖f‖2 =

∫

R3

|f |2 < +∞

and with inner product defined as 〈f |g〉 =
∫

R3 f g .
However, for quantum systems with a finite dimensional Hilbert space, for example

describing the spin of a particle, we can use the vector space Cn which is the Hilbert
space with inner product 〈ψ1 |ψ2 〉 =

∑n
i αiβi and ‖ψ‖2 =

∑n
i |αi|2. The notation used

to describe vectors from Hilbert space was introduced by P.A.M. Dirac [1]: |ψ〉 is called
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a ket vector or simply a ket. In a finite n-dimensional Hilbert space, |ψ〉may be expressed
as:

|ψ〉 =




α1

α2

...
αn


 .

An inner product of two vectors, denoted as 〈ψ1 |ψ2 〉 can be regarded as a product of two
vectors 〈ψ1 | and |ψ2 〉, where 〈ψ1 | is called a bra vector. In a finite dimensional Hilbert
space, it can be expressed as:

〈ψ1 | =
(
α1 α2 · · · αn

)
.

There exists an unambiguous antilinear one-to-one correspondence of bra vectors and
kets:

〈ψ1 | � |ψ1 〉,
α1〈ψ1 |+ α2〈ψ2 | � α1|ψ1 〉+ α2|ψ2 〉.

The probability of finding a system which is in state |ψ〉 in a state |a〉, or in other words,
the transition probability is given by:

pψ→a =
|〈ψ|a〉|2
‖ψ‖2‖a‖2

. (1.1)

The measurement can be realized by an ideal ’filter’ Fa applied on our quantum system,
which allows only system in state |a〉 to go through. The results we can obtain from
quantum mechanics are always in terms of probabilities, and since all multiples α|ψ〉
(α ∈ C) correspond to the same state (i.e. one dimensional span of vector |ψ〉) we usually
restrict only to vectors normalized to 1. If we want to describe Fa as an operator in
Hilbert space, it is an orthogonal projector to one-dimensional subspace span(|a〉). Using
notation introduced by Dirac, it can be expressed as

Pa = |a〉〈a|.

Assuming that we work only with vectors normalized to 1, the normalized state of the
system after applying the filter Fa (realized by applying operator Pa in Hilbert space) will
be

Pa|ψ〉
‖Pa|ψ〉‖

= eiϕ|a〉. (1.2)

Multiplying a vector by complex unity does not change the state represented by the vector
nor its norm. It should be pointed out that since we assume ‖a‖ = ‖ψ‖ = 1, we can see
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by comparing (1.1) and (1.2) that the probability of finding |ψ〉 in a state |a〉 is

pψ→a = ‖Pa|ψ〉‖2 = |〈ψ|a〉|2 = 〈ψ|Pa|ψ〉. (1.3)

In the last equation we used the fact that Pa is an orthogonal projector, meaning that
P †a = Pa = P 2

a .

1.2 Observables
When we make an observation we measure some dynamical variable. The result of such
a measurement must be a real number. When we measure some physical quantity A of a
system in state |ψ〉 and we always obtain result λ, we say that state |ψ〉 is an eigenstate
of observable A belonging to eigenvalue λ. The term observable is usually used in a
sense of a physical quantity that can be measured, but it is also often used as a reference
to a particular selfadjoint operator in Hilbert space. By performing a measurement of
observable A on a system in state |ψ〉 we mean an application of a linear operator A that
is assigned to a particular physical quantity on a vector corresponding to the given state:
A|ψ〉. In general case we can’t speak of an observable having a value for a particular
state |ψ〉, but we can speak of its mean value for the state |ψ〉. According to quantum
mechanics, the average value of observable A in a system in state |ψ〉 is given by:

〈A〉ψ = 〈ψ|A|ψ〉. (1.4)

〈ψ|A|ψ〉 is a standard notion used for the inner product of 〈ψ|Aψ〉 because A is assumed
selfadjoint and therefore it doesn’t matter at which side of the inner product it is standing.

In a finite dimensional Hilbert space H = Cn every observable A, being a selfadjoint
(or Hermitian) operator, can be expressed (by the spectral theorem) as a linear combina-
tion of orthogonal projectors:

A =
n∑

j=0

λjPaj =
n∑

j=0

λj|aj 〉〈aj |, (1.5)

where λj are eigenvalues (not necessarily distinct) corresponding to eigenvectors |aj 〉,
which form an orthonormal basis ofH = Cn. The possible outcomes of a measurement of
an observable are its eigenvalues. For example, if a system is in state |ψ〉 = α|aj 〉+ β|ai〉
that corresponds to a superposition of two eigenvectors belonging to two different eigen-
values λj and λi, the probability of obtaining λj is |α|2 and the probability of obtaining
λi is |β|2. We assume that ‖|ψ〉‖ = 1, hence |α|2 + |β|2 = 1.

As was mentioned before, every observation we make on a quantum system affects the
system. So if we obtain λj as a result of the measurement, the system is then in a state de-
scribed by eigenvector that corresponds to obtained eigenvalue. In order to determine the
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state of the system uniquely, it might be necessary to perform several different measure-
ments. It is also required that operators corresponding to these measurements commute
with each other (i.e. it doesn’t matter in which order the measurements are performed). A
set of measurements that commute with each other and can determine the state uniquely
is called complete.

1.3 Density matrix
So far, we used the description of states of a system by so called ’pure states’, meaning
that the state of a system was described by a vector from the state space. However, while
working with quantum systems, we also have to face a situation when we need to describe
a system that is not capable of producing the same pure states for multiple measurements,
for example when we have a source of partially polarized light. We may say that the
information on such a system is less than a maximum.

1.3.1 Definition and formulas for mean values
In order to describe a quantum system whose state is not completely known, a mixed state
tool known as the density operator, density matrix or statistical operator was developed
by von Neumann [2]. For example, imagine a quantum system is in one of a number of
states |ψi〉 with respective probabilities pi ∈ [0, 1]. The states |ψi〉 are not necessarily
mutually orthogonal. The set {pi, |ψi〉} is then called an ensemble of pure states and the
density operator ρ is defined ([3], [4], [5]) as:

ρ ≡
∑

i

pi|ψi〉〈ψi |,
∑

i

pi = 1. (1.6)

The statistical operator is also well defined for separable Hilbert spaces with infinite di-
mension [6].

In the previous section, we defined mean value of operator A for a system in a pure
state |ψi〉. For a system described by a density matrix ρ, the mean value for operator A
represented by matrix A can be obtained as follows:

〈A〉ρ =
∑

i

pi〈A〉ψi =
∑

i

pi〈ψi |Aψi〉 =
∑

i

pi
∑

m,n

Am,nψ
(m)
i ψ

(n)
i =

=
∑

m,n

Am,nρn,m =
∑

m

(Aρ)m,m = Tr(Aρ),

where ψ(n)
i denotes n-th component of vector |ψi〉. We also used the fact that ρnm =

∑
i piψ

(m)
i ψ

(n)
i which follows from the definition (1.6). Thus we have shown that

〈A〉ρ = Tr(Aρ). (1.7)
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We can regard the density matrix as a minimum set of input data which serves to calculate
the mean value of any operator for a quantum system. The knowledge of the mean values
〈Aj〉 of as many independent operators Aj as there are independent parameters in the
matrix ρ enables us to obtain such data, meaning that by solving an equation (1.7) for the
set of operators Aj we can determine the density matrix ρ.

1.3.2 General properties of the density matrix
We will now have a closer look at the limitations on the elements ρnm of the density
matrix. All these requirements are fulfilled by the definition as presented in (1.6)

1. Because 〈A〉 must be real for every Hermitian operator, ρ has to be Hermitian, too.

2. In order for the operator ρ to be normalized, its trace has to be equal to one, because

Tr(ρ) =
∑

i

piTr (|ψi〉〈ψi |) =
∑

i

pi = 1

and we naturally assume that the sum of all probabilities is equal to 1.

3. The condition that the eigenvalues of operator ρ play the role of probabilities re-
quires them to be all ≥ 0, meaning that ρ has to be positive.

Density matrices form a convex subset of a vector space of Hermitian matrices. Any
convex combination of density matrices will be again a density matrix and all of the
listed conditions will be fulfilled. Density matrix offers a more general description of a
quantum system than pure states. Actually, the basic postulates of quantum mechanics
can be reformulated using the density matrix formalism. The probability of finding a
system described by density matrix ρ in the state |a〉 is:

pa = 〈a|ρ|a〉. (1.8)

The previous formula was derived using formula (1.6) and (1.1) as follows:

pa =
∑

i

pipψi→a =
∑

i

pi〈a|ψi〉〈ψi |a〉. (1.9)

Formula (1.8) can be rewritten using an orthogonal projector Pa = |a〉〈a|. The mean
value of this operator will be equal to the probability of measuring state |a〉:

pa = 〈a|ρ|a〉 = Tr(〈a|ρ|a〉) = Tr(Paρ). (1.10)

When we perform a measurement of a system in the state described by density matrix
ρ, we need to know how to transform the density matrix to describe the state of the system
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after the measurement. We use the fact that if the initial state was described by vector |ψi〉
then the state after obtaining the result a is

|ψa
i 〉 =

Pa|ψi〉
‖Pa|ψi〉‖

=
Pa|ψi〉√
pψi→a

. (1.11)

The probability of passing through the filter Fa, meaning the probability that we find the
system described by ρ in a state |a〉 was given in equation (1.9). Now, the probability of
the system being in a normalized state (1.11) after performing the measurement is

pipψi→a
pa

(1.12)

Therefore, the density matrix ρ is transformed to

ρ′ =
∑

i

pipψi→a
pa

Pa|ψi〉〈ψi |Pa
pψi→a

=
PaρPa

Tr(Paρ)
. (1.13)

Density matrices provide a more general way of describing a quantum system than
pure states. Moreover, pure states represent special cases of density matrices- in fact, they
lie on the boundary of the convex set of all density matrices. The following lemma shows
how to distinguish whether a given density matrix represents a pure or a mixed state:

Lemma 1. State represented by density matrix ρ is pure if and only if Tr(ρ2) = 1. Other-
wise Tr(ρ2) < 1.

Proof. If the state is pure, then the density matrix is a projector onto a one-dimensional
subspace with eigenvalue 1, so ρ2 = ρ, so Tr(ρ) = 1. As was mentioned before, ρ can
have only non-negative eigenvalues less or equal to one and the sum of them has to be
equal to one. If λ is an eigenvalue of ρ, then λ2 is an eigenvalue of ρ2 and would be < λ

unless it is one. Since Tr(ρ2) is equal to the sum of all its eigenvalues and is < 1, then
ρ cannot have eigenvalue 1 and therefore cannot be a projector onto a one-dimensional
state, so the state that it represents has to be mixed.

Since ρ is a normal operator, it can be diagonalized in an orthonormal basis. However,
the representation of a given density matrix by an ensemble is not unique in general. That
is, an infinity of different representations as convex combinations of pure states can be
constructed for a given state in cases when mixed pure states are not mutually orthogonal
or the eigenvalues of ρ are degenerate [7].

1.3.3 Expansion in orthogonal operators
So far, we worked with Hilbert spacesH where pure states corresponded to vectors inH.
After introducing the density matrix formalism, it is also useful to define a Hilbert space
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where the actual vectors will be operators, so that for an n-dimensional Hilbert space
Hn, we will construct complex n2-dimensional Hilbert space Hn2 whose vectors will be
operators inHn. The inner product in this space is defined as:

〈Ui |Uj 〉 = Tr(U †i Uj) (1.14)

We can find an orthonormal set of n2 operators Ui and expand the density matrix ρ in this
operator basis:

ρ =
∑

i

〈ρ|Ui〉Ui =
∑

i

Tr(ρUi)Ui =
∑

i

〈Ui〉Ui (1.15)

Example 1 (Density matrix in a two dimensional Hilbert space). In a two dimensional
Hilbert space C2 density matrix will be a 2 × 2 Hermitian matrix. As an operator basis,
we will take the following matrices:

I =

(
1 0

0 1

)
σx =

(
0 1

1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0

0 −1

)
(1.16)

where I is a unity matrix and σx, σy, σz are the Pauli matrices. This basis is orthogonal
with respect to the inner product defined in (1.15). In order to fulfil the normalization
condition Tr(ρ) = 1, the density matrix ρ must be in a form

ρ =
1

2
(I + Pxσx + Pyσy + Pzσz) =

1

2

(
1 + Pz Px − iPy
Px + iPy 1− Pz

)
. (1.17)

From the fact that ρ has to be positive (i.e. its eigenvalues have to be ≥ 0) we obtain,
by Sylvester’s criterion, the condition that P 2

x + P 2
y + P 2

z ≤ 1. According to lemma 1,
the state represented by this density matrix will be pure if and only if P 2

x + P 2
y + P 2

z = 1.
Also, Px, Py, Pz have to be real, because 〈σj〉 = Tr(ρσj) = Pj, j ∈ {x, y, z}. Density
matrix (1.17) describes, e.g., partially polarized light, or a beam of partially polarized spin
1
2

particles.

1.4 Tensor products
Suppose we have Hilbert spaces V andW . Then we can define a Hilbert spaceH as their
tensor product, which is denoted as

H = V ⊗W .

It is a linear span of |v〉⊗ |w〉, where |v〉 ∈ V and |w〉 ∈ W . If the set of vectors |eVj 〉 and
|eWi 〉 form orthonormal bases of V andW , respectively, then the set |eWi 〉⊗ |eVj 〉 forms an
orthonormal basis of V ⊗W . In finite dimensional spaces, if dimV = n and dimW = m,
then dimV ⊗W = mn. The following relations are satisfied in V ⊗W by definition:
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1. For λ ∈ C, |v〉 ∈ V , |w〉 ∈ W

λ(|v〉 ⊗ |w〉) = (λ|v〉)⊗ |w〉 = |v〉 ⊗ (λ|w〉). (1.18)

2. For arbitrary vectors |v1 〉, |v2 〉 ∈ V , |w〉 ∈ W

(|v1 〉+ |v2 〉)⊗ |w〉 = |v1 〉 ⊗ |w〉+ |v2 〉 ⊗ |w〉. (1.19)

3. If A and B are operators acting in V and W respectively, then one can define an
operator A⊗B acting in V ⊗W as

(A⊗B)(|v〉 ⊗ |w〉) ≡ A|v〉 ⊗B|w〉. (1.20)

4. The inner product in V ⊗W is defined by using the inner products in V andW as
〈∑

i

αi|vi〉 ⊗ |wi〉
∣∣∣∣∣
∑

j

βj|ṽj 〉 ⊗ |w̃j 〉
〉
≡
∑

i,j

αiβj〈vi |ṽj 〉〈wi |w̃j 〉. (1.21)

The above definitions can be extended to a product of nHilbert spaces: V1⊗V2⊗. . .⊗Vn.
Tensor product of Hilbert spaces is usually used to describe a composite quantum system.
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Chapter 2

Quantum systems in finite dimensional
Hilbert spaces

In the previous chapter, basic apparatus was introduced to describe a quantum system. We
assumed that we are working in a finite dimensional Hilbert space. However, the relations
presented in the previous chapter have their equivalents in the infinite dimensional Hilbert
spaces as well, but are generally more complicated. In the infinite dimensional Hilbert
space L2(R3), coordinate operators Qi and momentum operators Pj fulfil the following
relations:

[Pi, Pj] = PiPj − PjPi = 0, (2.1)
[Qi, Qj] = QiQj −QjQi = 0, (2.2)
[Qi, Pj] = QiPj − PjQi = i~δijI, (2.3)

where i, j ∈ {1, 2, 3}. The relations are known as the Heisenberg commutation rela-
tions and can be understood as the quantal analogue of Poisson brackets from classical
mechanics:

{qr, qs} = 0, (2.4)
{pr, ps} = 0, (2.5)
{qr, ps} = δrs. (2.6)

In finite dimensional Hilbert spaces, we use Hermitian matrices to represent linear oper-
ators. From equation (2.3) it can be seen that we can never represent operators Pi, Qi in
a finite dimension that would fulfil such a relation, because taking matrix traces of both
sides of (2.3) would lead to a contradiction:

Tr(QiPi − PiQi) = 0 6= i~Tr(I). (2.7)
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However, in a finite N -dimensional Hilbert space, with an orthonormal basis B =

{|0 〉, |1 〉, . . . |N − 1 〉}, we can establish a group generated by matrices QN , PN which
are defined by the relations

QN |j 〉 = ωjN |j 〉, (2.8)
PN |j 〉 = |j + 1 mod N 〉. (2.9)

Here ωN is the primitive N -th root of unity, we shall take e 2πi
N . The unitary operators PN

and QN are represented by unitary matrices:

QN = diag
(
1, ωN , ω

2
N , · · · , ωN−1

N

)
(2.10)

and

PN =




0 0 0 · · · 0 1

1 0 0 · · · 0 0

0 1 0 · · · 0 0
... . . .
0 0 0 · · · 0 0

0 0 0 · · · 1 0




(2.11)

In finite dimensional quantum mechanics, the unitary matrices PN and QN play the roles
of exponential operators of position and momentum in the coordinate representation [8].
They fulfil the following algebraic relations, analogous to relations for Weyl’s exponential
form of Heisenberg’s commutation relations:1

ωNPNQN = QNPN (2.12)
ωNPN = PNωN (2.13)
ωNQN = QNωN (2.14)

PN
N = QN

N = ωNN = I. (2.15)

PN and QN were first studied by Hermann Weyl [9]. The cyclic group

ZN = {0, 1, . . . N − 1}

acts as a configuration space for our finite dimensional quantum system. The elements of
1Note that in the infinite Hilbert spaceH = L2(R), the action of of eitP and eisQ for t, s ∈ R is:

(
eitP |ψ〉

)
(x) = |ψ〉(x+ t) |ψ〉 ∈ L2(R)

(
eisQ|ψ〉

)
(x) = eisx|ψ〉(x) |ψ〉 ∈ L2(R)
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this group can be assigned to vectors from the basis B = {|0 〉, |1 〉, . . . |N − 1 〉}. Note
that there exists a natural transitive action of ZN on ZN , an addition modulo N . The
action of operators U(k) = P k

N on a vector |j 〉 from basis B is then

U(k)|j 〉 = P k
N |j 〉 = |j + k mod N 〉 (2.16)

The ZN analogue of the Fourier transformation, which allows us the transition from
the coordinate representation (corresponding to the above matrix forms) to the momentum
representation, is given by the unitary Sylvester matrix S:

Sjk =
ωjkN√
N
. (2.17)

The following relations are then fulfilled [10]:

S−1PNS = Q−1
N = QN−1

N = Q†N , S−1QNS = PN (2.18)

i.e. finite Fourier transform diagonalizes the momentum operator.

Theorem 1. The set of N 2 unitary matrices B =
{
Qa
NP

b
N |a, b = {0, 1, . . . , N − 1}

}

constitutes an orthogonal basis of Hilbert space of all complex matrices HN2 .

Proof. This theorem can be easily proved by showing that the matricesQa
NP

b
N andQc

NP
d
N

are orthogonal for all different pairs of coefficients ((a, b) 6= (c, d)). The inner product
(defined by (1.15)) of such unitary matrices is then:

Tr
((
Qa
NP

b
N

)†
Qc
NP

d
N

)
= Tr

((
P b
N

)†
(Qa

N )†Qc
NP

d
N

)
= Tr

(
P d
N

(
P b
N

)†
(Qa

N)†Qc
N

)

(2.19)
where we used the invariance of trace under cyclic permutation of matrices. We will now
suppose without loss of generality that a ≥ c, b ≥ d. Then:

P d
N

(
P b
N

)†
(Qa

N)†Qc
N =

(
P b−d
N

)† (
Qa−c
N

)† (2.20)

and if b 6= d, we will have a matrix
(
P b−d
N

)† (with diagonal elements equal to zero)
multiplied by a a diagonal matrix

(
Qa−c
N

)† which gives a traceless matrix. In case b = d,
we will take the trace of a matrix with powers of e 2πi

N on its diagonal, which would give
us again 0, because:

N−1∑

k=0

(
e

2πim
N

)k
=

(
e

2πim
N

)N
− 1

e
2πim
N − 1

= 0, ∀m ∈ N (2.21)
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We can therefore summarize that:

Tr
((
Qa
NP

b
N

)†
Qc
NP

d
N

)
= 0 ∀(a, b) 6= (c, d), (a, b) ∈ ZN × ZN (2.22)

The finite group

ΠN =
{
ωlNQ

i
NP

j
N |l, i, j = 0, 1, 2, . . . , N − 1

}
, |ΠN | = N3 (2.23)

is called the Pauli group or the finite Heisenberg-Weyl group. It has applications in finite
dimensional quantum mechanics and is also useful in connection with mutually unbiased
bases, as we shall see in the next chapters.
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Chapter 3

Quantum state determination

3.1 Number of independent parameters
We will now discuss the number of independent parameters that identify a state of a
quantum system with an N -dimensional Hilbert space. A pure state is identified by N
complex numbers (which are its components ci in a given basis), but the number of mean-
ingful real parameters is reduced from 2N to 2N − 1 by the normalization condition
‖|ψ〉‖2 =

∑
i |αi|2 = 1, and further to 2N − 2 because the phase of the state vector |ψ〉 is

physically meaningless. An N × N density matrix has N 2 elements. Because it is Her-
mitian, the number of real parameters is reduced to N 2. This number is further reduced
by the normalization condition Tr(ρ) = 1 to N 2 − 1 independent parameters.

Now, we should consider the number of measurements that are necessary to determine
the density matrix. We suppose that we have an ensemble of identically prepared states
large enough to perform all necessary measurements. We are measuring a state of an N -
dimensional quantum system. One complete measurement will give usN−1 independent
probabilities of possible outcomes. Since the number of necessary real parameters to
determine the density matrix is N 2 − 1, we need N2−1

N−1
= N + 1 different measurements.

The number of N + 1 necessary measurements can also be obtained by a slightly
different argument. Suppose we have a set of m observables Ai. We want to find out the
minimal number of these observables that have to be measured on the system in order to
identify its state. As was mentioned before, we suppose we have a large ensemble which
we observe. Now, every observable Ai can be expressed in terms of orthogonal projectors
P i
k which project onto vectors |ψk 〉, respectively, and which form an orthonormal basis.

Note that these vectors are in general different for each Ai

Ai =
N∑

k=1

αikP
i
k.

Measuring the mean value of observable Ai can be understood as measuring the mean
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values of projectors P i
k (i.e. probabilities of measuring |ψk〉). So for every observable

Ai we obtain N equations. Since the sum of all probabilities has to be equal to one,
only N − 1 out of N equations can be independent. Every observable will thus provide
N − 1 linearly independent equations (at most). Now, we need to solve a system of linear
equations forN 2−1 independent real parameters, so we need the same number of linearly
independent equations. Assuming that every observable’s mean value will provide a set
of equations that are not a linear combination of equations provided by other observables,
we get

m(N − 1) = N 2 − 1

where m is the minimal number of necessary observables to be measured, which is then
N + 1.

From measuring the probabilities of possible outcomes we are able to reconstruct the
density matrix that describes the system. For example, we can imagine the measurements
on a beam of partially polarized photons. We perform measurements of selected observ-
ables, determine the probabilities of possible outcomes and then compute the polarization
density matrix that corresponds to obtained probabilities. However, we will never have
an infinite number of samples, and therefore the results of our measurement will always
include some statistical error because the probabilities that we shall obtain from mea-
surements will not be necessarily equal to probabilities that are given for a system in a
particular state described by density matrix ρ. The problem of choosing optimal observ-
ables in order to minimize this error will be discussed in the next section.

3.2 Optimal set of measurements
In the previous section, it was shown how we can reconstruct the density matrix by mea-
suring probabilities of possible outcomes for a given observable. Those possible outcomes
were represented by eigenvectors |ψi〉 of the corresponding operators, and the probabili-
ties were equal to mean values of their orthogonal projectors Pi. Therefore, the problem
of choosing the optimal observables is a problem of choosing an operator basis inHN2 .

In this section we shall reformulate the reasoning of Wootters and Fields [11]. They
introduced a vector space of traceless Hermitian matrices. Instead of representing a state
by its density matrix ρ, they use a matrix

Yρ = ρ− 1

N
I (3.1)

where I denotes a unit matrix. The inner product is the same as was defined in (1.15). The
Hilbert space of all traceless Hermitian matrices will be denoted byHs. It has dimension
N2 − 1. The subspace of all matrices Yρ such that ρ = Yρ + 1

N
I is a density matrix will

be denoted by S .
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We also need to introduce a way in which we are going to quantify the amount of in-
formation that will be obtained after performing the measurements in order to find such a
set of measurements that will actually maximize this information. To find such a suitable
function, we will suppose that, as a result of our measurements, a certain set of ’probable
states’ will be obtained. The actual construction of such set will be given later. Volume of
this set will be denoted as V , volume of space S will be given by V0. We will impose sev-
eral requirements on the information function. We expect it to be simple and monotonous
and since it is called information function, the smaller the volume of probable states V ,
the higher value of the function and vice versa: we expect it to be in its minimum in case
the set of probable states will be equal to the whole space of possible states S . Such
requirements are fulfilled e.g. by function:

f(V ) = − ln

(
V

V0

)
. (3.2)

Before the measurement, the state can be anywhere in the set S . Our goal is to find an
operator Yρ that describes the state, or, more precisely, to find a set of suitable operators
Ỹρ that include the desired Yρ with a given probability, since we will never be able to
determine the state with absolute precision because of statistical error. In other words,
we shall obtain a probability distribution over the space S . We found that a set of N + 1

measurements is to be performed, where the k-th measurement is given by N orthogonal
projectors P k

i = |ak
i 〉〈ak

i |, with the probabilities of outcomes given (as was shown in
(1.10)) by

pi = Tr(P k
i ρ). (3.3)

Because we are working with traceless matrices Yρ = ρ− 1
N
I instead of density matrices,

we will also use numbers qi = pi − 1
N

instead of pi. They can be obtained as

qi = Tr(YρP k
i ) = Tr

((
ρ− 1

N
I

)
P k
i

)
= pi −

1

N
. (3.4)

Instead of P k
i , we can use traceless operators P k

i − 1
N
I , because they give the same

qi = Tr(YρP k
i ) = Tr

(
Yρ

(
P k
i −

1

N
I

))
. (3.5)

Since the family of N operators
{
P k
i − 1

N
I|i = 1, . . . , N

}
satisfies linear relation

N∑

i

(
P k
i −

1

N
I

)
= I − I = 0, (3.6)

it spans an N − 1 dimensional subspace in Hs which will be denoted as Tk. The set of
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qi’s determines the projection of Yρ on this subspace. Therefore, if we could determine
the qi’s with absolute precision, we would know the projection of state Yρ to subspace Tk.
However, because of impossibility of determining these values exactly, we will not have
a projection to single point in subspace Tk, but rather we will have a distribution function
over the subspace Tk. Geometrically spoken, the intersection of the measured state Yρ
with the subspace Tk will spread according to a probability distribution function. The
distribution function for a series of M trials (corresponding to performing a measurement
on M members of the ensemble in our case) with probabilities of possible outcomes
p1, p2, . . . , pN , respectively, is given by a multinomial distribution. Out of M trials, the
probability of obtaining the results Ai with corresponding probabilities pi’s exactly ki
times (k1 + k2 + . . .+ kN = M) is

PM(k1, k2, . . . , kN ) =
M !

k1!k2! . . . kN !
pk1

1 p
k2
2 . . . pkNN (3.7)

However, in order to compute the volume V approximately, for our purposes we will
suppose that we have a large ensemble available and therefore we can use the fact that
for sufficiently large M , the above distribution can be well approximated by a Gaussian
distribution [12]:

PM(k1, k2, . . . , kN) ≈
e−

1
2

PN
i=1 qix

2
i

(2πM)
N−1

2
√
p1p2 . . . pN

, qi = 1−pi, xi =
ki −Mpi√
Mpiqi

. (3.8)

For the volume of ’probable’ states V on which our information function (3.2) depends,
we take the volume of the smallest rectangular parallelepiped that encloses the region
of all states for which the probability density exceeds its maximum value divided by
e. We can assume that the probability of the outcome based on the outcomes of our
measurements will be

p̃i =
ki
M
,

where ki stands for the number of positive outcomes and M is the number of measure-
ments. The value of p̃i will lie in the interval

p̃i ∈ [pi −∆, pi + ∆],

where 2∆ is equal to the length of interval where the probability density exceeds 1
e

times
its maximal value. Further, from (3.8) we can see that ki’s that have probability higher
than 1

e
times the maximum of the Gaussian lie in the interval

ki ∈
[
piM −

√
2Mpi, piM +

√
2Mpi

]
.
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Considering that the probability that we measure is p̃i = ki
M

, it will lie in the interval

p̃i ∈
[
pi −

√
2pi
M
, pi +

√
2pi
M

]
.

And since we take the smallest rectangular parallelepiped that encloses the volume of
’probable states’ (i.e. those states whose probability exceeds 1

e
times the maximum of

Gaussian), then the uncertainty volume in subspace Tk is given by

Vk = 2N−1

(√
2

M

)N−1
√
p1p2 . . . pN−1, (3.9)

where we take into account only N − 1 measured probabilities, the last one will be given
by the condition

∑N
i=1 p̃i = 1. Note that it does not matter whether we measure the

uncertainty of p̃i or q̃i = p̃i− 1
N

, because they differ just by a constant. k−th measurement
restricts the projection of unknown state to an N − 1 dimensional subspace Vk to a set
of possible values, but leaves it unrestricted in the remaining N 2 − N dimensions. The
resulting uncertainty volume in space S is then given by the intersection of all these
’probable’ volumes inN+1 subspaces. The uncertainty volume is given by the following
equation:

V =
V1V2 . . . VN+1

vol(T1T2 . . . TN+1)
(3.10)

where Vk stands for the uncertainty volume in subspace Tk as defined by equation (3.9).
The quantity vol(T1T2 . . . TN+1) stands for the volume of an (N 2 − 1) dimensional par-
allelepiped in S , whose edges are unit vectors from orthonormal bases of subspaces
T1, T2, . . . , TN+1. The actual volume depends on geometrical relations between vectors
from different bases. It will reach its maximal value if these vectors are orthogonal. The
total uncertainty volume is an intersection of all uncertainty volumes Vi. The total volume
of the intersection is then given by the formula (3.10). We will now evaluate the infoma-
tion function (as defined in (3.2)) for the computed uncertainty volume V in the whole
space S:

f(V ) = −
N+1∑

k=1

ln(Vk) + ln(vol(T1T2 . . . TN+1)) + ln(V0) (3.11)

Averaging over the set of all possible density matrices we obtain

〈f(V )〉 = −
N+1∑

k=1

〈ln(Vk)〉+ ln(vol(T1T2 . . . TN+1)) + ln(V0) (3.12)

The first term on the right hand side of the equation does not depend on the actual selection
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of the set of measurements, because 〈ln(Vk)〉 cannot depend on the actual eigenvectors of
the k-th measurement, because the set of all possible states over which we are averaging
is invariant under unitary transformations and bases corresponding to different measure-
ments are always related by a unitary transformation, so the quantity 〈ln(Vk)〉 has to be
the same for all measurements.

Therefore the problem to maximize the obtained information boils down to max-
imize the quantity ln(vol(T1T2 . . . TN+1)). The volume of such a parallelepiped will
be maximal if its edges will be mutually orthogonal with respect to the operator in-
ner product. Since the subspaces Tk and Ts for k 6= s are spanned by the families{
P k
i − 1

N
I, |i = 1, 2, . . . , N

}
and

{
P s
j − 1

N
I, |j = 1, 2, . . . , N

}
, respectively, we are

looking for a condition which would guarantee that P k
i − 1

N
I and P s

j − 1
N
I are orthog-

onal for all i, j if s 6= k. Using our definition (1.15) of inner product in Hilbert space of
operators, we obtain a condition

Tr
((

P k
i −

1

N
I

)(
P s
j −

1

N
I

))
= 0 for k 6= s and ∀i, j. (3.13)

Because
Tr
((

P k
i −

1

N
I

)(
P s
j −

1

N
I

))
= Tr

(
P k
i P

s
j

)
− 2

N
+

1

N
, (3.14)

the condition (3.13) holds if and only if

Tr
(
P k
i P

s
j

)
=

1

N
I for k 6= s and ∀i, j. (3.15)

Therefore, if we could findN+1 bases such that (3.15) would be fulfilled, we would have
an optimal set of measurements. Bases with property (3.15) are called mutually unbiased
and will be investigated in the following chapters.
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Chapter 4

Mutually unbiased measurements

Let us start with the definition of mutually unbiased bases:

Definition 2 (Mutually unbiased bases). Two bases

{|ui〉|i = 1, 2, . . . , N} and {|vj 〉|j = 1, 2, . . . , N}

in an N -dimensional complex Hilbert space are mutually unbiased if inner products be-
tween all possible pairs of vectors with one vector from each basis have the same magni-
tude 1√

N
:

|〈ui |vj 〉| =
1√
N
∀i, j ∈ {1, 2, . . . , N} (4.1)

Definition 3 (Mutually unbiased measurements). Two measurements are defined to be
mutually unbiased if the bases composed of the eigenstates of their observables (with
nondegenerate spectra) are mutually unbiased.

Definition 4 (Set of mutually unbiased bases). A set of d bases is called mutually unbiased
if every two different bases from the set are mutually unbiased with respect to each other.

One of interesting properties of these bases is that a measurement over one basis pro-
vides maximum uncertainty as to the outcome of a measurement in a basis that is unbiased
with respect to the first one (because all N possible outcomes will have equal probabili-
ties 1

N
). This property was first noted by Schwinger [13]. The first attempt to use these

bases in a state determination was made by Ivanović [14], who also provided an explicit
construction ofN+1 mutually unbiased bases for odd prime number dimensional Hilbert
spaces. The idea of using mutually unbiased bases for quantum system state determina-
tion was further developed by Wootters [15] and Wootters and Fields ([11]). In [11], they
presented a construction of N + 1 mutually unbiased bases in an arbitrary prime power
pa = N -dimensional Hilbert space and also demonstrated that they form a complete set
of measurements for state determination which is optimal in the sense of chapter 3.
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Mutually unbiased bases find important applications in quantum information theory.
Their property that the outcome of a measurement in one selected basis gives no infor-
mation about the possible results of measurements in all other mutually unbiased bases is
used in key distribution protocols in quantum cryptography. Matrices with such a prop-
erty for two-level systems (whose vectors are called qubits in quantum computation) are
the Pauli matrices. However, a d-level quantum systems (with vectors called qudits) have
come to a closer attention recently. It has been shown that such systems can be realized
experimentally and quantum key distribution protocols using qudits have been introduced
(see e.g. [16]). Such protocols use mutually unbiased bases in higher dimensions than
two, and therefore the study of construction of mutually unbiased bases for higher dimen-
sions has attracted more attention, too.

4.1 Minimal and maximal number of mutually unbiased
bases

We shall first prove two theorems (that are given in [11] and [17]) that limit the maximal
and minimal possible number of mutually unbiased bases that can exist in a given N -
dimensional Hilbert space.

Theorem 2. In anN -dimensional Hilbert space, there cannot be more thanN+1 mutually
unbiased bases.

Proof. In chapter 3, we worked with an N 2−1 dimensional vector space of N×N trace-
less Hermitian matrices. A set of N + 1 mutually unbiased bases allows us to construct
N + 1 sets of subspaces Tk, which are spanned by operators

P k
i −

1

N
I = |ψk

i 〉〈ψk
i | −

1

N
I, i = 1, 2, . . . , N,

where |ψk
i 〉 denotes an i−th vector from k−th basis. Such subspaces are N − 1 dimen-

sional and since we have N + 1 of them, it is impossible to find even a single vector that
would be mutually unbiased to all theN+1 bases. Namely, if we could find such a vector
|ψ〉, than an operator defined as

P̃ = |ψ〉〈ψ| − 1

N
I

would not belong to any subspace Tk, because according to equation (3.14) it would be
orthogonal to all the subspaces T1, T2, . . . TN+1 . This contradicts the fact that we have
N+1 mutually orthogonal (N−1)-dimensional subspaces in an (N+1)(N−1) = N 2−1

dimensional space. Therefore there cannot be any operator that would not belong to the
span of all subspaces Tk. And since there does not exist even a single vector that would
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be mutually unbiased to a set of N + 1 mutually unbiased bases, then it is also impossible
to find such a basis.

To formulate next theorem, we shall use the fact given in section 4.3 that it is possible
to find a set of N + 1 mutually unbiased bases in a Hilbert space of dimension equal to
an arbitrary power of a prime number. We will now assume that we are able to find such
a set for arbitrary power of a prime p. Then we can easily prove the following theorem:

Theorem 3. LetH be an N - dimensional Hilbert spaceH, where

N = pm1
1 pm2

2 . . . pmrr

is a factorization of N into distinct primes pi. Then the minimal number of mutually
unbiased bases inH is

min {pm1
1 + 1, pm2

2 + 1, . . . , pmrr + 1} .

Proof. LetH be a composite Hilbert space of dimensionN = pm1
1 pm2

2 . . . pmrr constructed
as

H = Q1 ⊗Q2 ⊗ . . .⊗Qr

where Qi denotes a pmii -dimensional Hilbert space, for which we can construct a set of
pmii + 1 mutually unbiased bases. Therefore, if we take d = min {pm1

1 , pm2
2 , . . . , pmrr },

then we can find in all spaces Qi at least d + 1 mutually unbiased bases. If we take the
family Bj

1, B
j
2, . . . , B

j
r of bases where j = 1, 2, . . . d + 1, we can construct a set of d + 1

mutually unbiased bases inH by forming their tensor products
{
Bj = Bj

1 ⊗Bj
2 ⊗ . . .⊗Bj

r , j = 1, 2, . . . d+ 1
}
.

To verify that the above set of bases in H is really mutually unbiased, consider the inner
product of two vectors |ψj 〉 and |ψk〉 belonging to two different bases Bj and Bk, j 6= k:

|ψj 〉 = |a j
1 〉 ⊗ |a j

2 〉 ⊗ . . . |a j
r 〉, |a j

i 〉 ∈ Bj
i

|ψk〉 = |ak
1 〉 ⊗ |ak

2 〉 ⊗ . . . |ak
r 〉, |ak

i 〉 ∈ Bk
i

|〈ψj |ψk〉| = |〈a j
1 |ak

2 〉〈a j
2 |ak

2 〉 . . . 〈a j
r |ak

r 〉| =
1√
pm1

1

1√
pm2

2

. . .
1√
pmrr

=
1√
N

Therefore, such a set of bases is mutually unbiased.
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4.2 Construction of mutually unbiased bases for prime
dimensions

It can be easily verified that the set of eigenvectors of Pauli matrices form a set of mutually
unbiased bases:

{|0 〉, |1 〉}{ |0 〉+ |1 〉√
2

,
|0 〉 − |1 〉√

2

}

{ |0 〉+ i|1 〉√
2

,
|0 〉 − i|1 〉√

2

}

Therefore, they form a maximal set of 3 mutually unbiased bases in a two-dimensional
Hilbert space. The construction of such a set of bases in higher dimensions can be un-
derstood as a generalization of this property. The set of mutually unbiased bases for any
odd prime dimension p was first discovered by Ivanović [14]. For a p-dimensional Hilbert
space he gave the set of p+ 1 mutually unbiased bases:

|ψ〉(0,k)
j = δjk,

|ψ〉(1,k)
j =

1√
p
e

2πi
p

(j+k−1)2

,

...
|ψ〉(n,k)

j =
1√
p
e

2πi
p
n(j+k−1)2

,

...
|ψ〉(p−1,k)

j =
1√
p
e

2πi
p

(p−1)(j+k−1)2

,

|ψ〉(p,k)
j =

1√
p
e

2πi
p

(jk),

where |ψ〉(n,k)
j denotes the j-th component of the k-th vector in n-th basis. The first

basis is the standard (or canonical) basis. Every basis from the set is orthonormal, which
follows from (2.21). The mutual unbiasedness follows from the Gauss sums of number
theory [18]:

∣∣∣∣∣

p∑

i=1

e
2π
p

(ai2+bi)

∣∣∣∣∣ =
1√
p

a, b ∈ N, a 6= 0, a 6= ±p,±2p, p odd prime. (4.2)

24



Namely, the magnitude of the inner product of two vectors |ψ〉(n,k) and |ψ〉(m,l) taken from
m-th and n-th basis, respectively, (m 6= n, m, n 6= 0) is of the form (4.2). The case when
one of the vectors is taken from the standard basis is trivial.

We shall now have a look at one possible approach (presented in [19]) to derive the
N + 1 mutually unbiased bases for any prime dimension N . This approach uses unitary
operators PN , QN which were defined in (2.11) and (2.10). In chapter 5, we shall show
an independent proof of these results by exploiting the group properties of an algebraic
structure formed by operators PN and QN . Throughout the rest of this section, we will
assume N to be a prime. We shall first prove a useful lemma [19]:

Lemma 2. LetB = {|ψ1 〉, |ψ2 〉, . . . , |ψN 〉} be an orthonormal basis in anN -dimensional
space, N is a prime. Suppose that there is a unitary operator V such that V applied to any
vector from basis B shifts the vector modulo N with the following property: for any pair
of vectors |ψi〉, |ψj 〉 from the basis B, there is k ∈ N such that V k|ψi〉 = β|ψj 〉, |β| = 1.
Then the basis B̃ =

{
|ψ̃1 〉, |ψ̃2 〉, . . . , |ψ̃N 〉

}
consisting of eigenvectors of V is mutually

unbiased with respect to B.

Proof. Let λk (|λk| = 1) be an eigenvalue of V corresponding to eigenvector |ψ̃k〉. Then

|〈ψ̃k |ψj 〉| = |λk〈ψ̃k |V |ψj 〉| = |βj||〈ψ̃k |ψj +c mod N 〉| = |〈ψ̃k |ψj +c mod N 〉|.

From the fact that the cyclic shifts generated by V act on the vectors of basis B freely and
transitively, it follows that

|〈ψ̃k |ψ1 〉| = |〈ψ̃k |ψ2 〉| = . . . = |〈ψ̃k |ψN 〉| ∀k ∈ {1, 2, . . . , N} .

Now since B is an orthonormal basis, we can use Parseval’s equality:

1 = ‖|ψ̃k〉‖2 =
N∑

i=1

|〈ψ̃k |ψi〉|2 = N |〈ψ̃k |ψj 〉|2 ∀j ∈ {1, 2, . . . , N}

from which it follows that bases B and B̃ are mutually unbiased.

We will now demonstrate an important theorem.

Theorem 4. The bases composed of eigenvectors of operators
{
QN , PN , PNQN , PNQ

2
N , . . . , PNQ

N−1
N

}
(4.3)

are mutually unbiased with respect to each other and form therefore a maximal set of
N + 1 mutually unbiased bases.

Proof. This theorem can be proved by using the following lemma:
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Lemma 3. The eigenvectors of PNQk
N are cyclically shifted under the action of PNQl

N

(l, k = 0, 1 . . . N − 1)

Proof. Let {|0 〉, |1 〉, . . . |N − 1 〉} denote the standard basis. It can be checked that vec-
tors

|ψk
t 〉 =

1√
N

N−1∑

j=0

(ωt)(N−j)(ω−k)(
PN−1
i=j i)|j 〉 (4.4)

are eigenvectors of PNQk
N corresponding to eigenvalue ωt:

PNQ
k
N |ψk

t 〉 = ωt|ψk
t 〉. (4.5)

The action of PNQl
N on a vector |ψk

t 〉 produces a shift by k − l

PNQ
l
N |ψk

t 〉 = ωt+k−l|ψk
t+k−l〉. (4.6)

The condition that by a successive application of PNQl
N to t-th eigenvector of PNQk

N we
can obtain every other eigenvector is fulfilled because N is a prime. The actual number r
of necessary successive applications is given by a solution of the congruence:

t′ = t+ r(k − l) mod N

Using lemma 2 and 3 we conclude that the bases consisting of eigenvectors of
{
QN , PN , PNQN , PNQ

2
N , . . . , PNQ

N−1
N

}

indeed constitute a set of N + 1 mutually unbiased bases in a Hilbert space of prime
dimension N .

4.3 Mutually unbiased bases for powers of primes
The first construction of mutually unbiased bases for dimension N = pa, p prime, was
presented by Wootters and Fields [11]. We will present here the formulas for complete-
ness. They are different for powers of 2 and powers of odd primes.

4.3.1 Odd prime powers
Suppose that N = pa, p 6= 2. Than one of the N + 1 mutually unbiased bases is the
standard basis

|ψ〉(0,k)
j = δjk

26



and the other N bases will be given by

|ψ〉(n,k)
j =

1√
N
e

2πi
p

Tr(nj2+jk), n = 1, 2, . . . , N (4.7)

where j denotes the j-th component of the k-th vector in n-th base and Tr(α) is defined
as

Tr(α) =

pa−1∑

i=0

αi.

The fact that such bases are mutually unbiased follows from a formula from number
theory [18]

∣∣∣∣∣∣
∑

j∈Zpn
e

2πi
p

Tr(mj2+rj)

∣∣∣∣∣∣
=
√
pn m 6= 0, p > 2, p prime . (4.8)

One can verify that for the inner product of two vectors is:

〈ψ(n,k)|ψ(n ′,k ′)〉 =
1

N

∣∣∣∣∣∣
∑

j∈Zpn
e

2πi
p

Tr((n′−n)j2+(k′−k)j)

∣∣∣∣∣∣
. (4.9)

We see that the N bases composed of such vectors are orthonormal and mutually unbi-
ased with respect to each other. It can be seen that all the vectors (4.7) will be mutually
unbiased with respect to the standard basis.

4.3.2 Even prime powers
For a systems of dimension N equal to 2n, we can define 2n bases whose vectors will be
in a form

|ψ〉(n,k)
j =

1√
2n
e

2πi
4

Tr(n+2k)j . (4.10)

It is obvious that they will be mutually unbiased with respect to the standard basis. For
the proof that these bases are mutually unbiased with respect to each other, we refer to
[17] and [11].
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Chapter 5

A group theory approach to mutually
unbiased measurements

5.1 The representation in ZN × ZN
We shall now apply a group theory approach to construct mutually unbiased bases in an
N -dimensional Hilbert space, N being a prime. First, we need to establish a connection
between the Pauli group and vector space ZN × ZN . The elements of Pauli group (2.23):

ΠN =
{
ωlNQ

i
NP

j
N |l, i, j = 0, 1, . . . , N − 1

}

are labeled by three numbers (l, i, j). Therefore, it has N 3 elements. The center of the
Pauli group Z(ΠN) (i.e. the set of elements of ΠN that commute with all elements in ΠN )
is:

Z(ΠN) =
{
ωl|l = 0, 1, . . . , N − 1

}
= {(l, 0, 0)}. (5.1)

Since Z(ΠN) is a normal subgroup of ΠN , we can define an equivalence relation in ΠN :

a, b ∈ ΠN , a ∼ b⇔ ab−1 ∈ Z(ΠN)⇔ a−1b ∈ Z(ΠN),

which allows us to define a quotient group ΠN/Z(ΠN) whose elements are the classes
of equivalence (or cosets). The cosets are labeled numbers (i, j), i, j = 0, 1, . . . , N − 1.
There is a one-to-one correspondence between vectors (i, j) ∈ ZN × ZN and cosets,

(i, j)←→
{
ωlNQ

i
NP

j
N | l = 0, 1, . . . , N − 1

}
= QiP j , (5.2)

where QiP j (without subscripts N ) denotes the corresponding coset. Note that all op-
erators belonging to the same coset will have the same eigenvectors, because they have
only different multipliers ωlN . It is easily seen that the correspondence φ: ΠN/Z(ΠN )→
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ZN × ZN
φ
(
Qi
NP

j
N

)
= (i, j),

is an isomorphism of Abelian groups

φ
((
QiP j

) (
Qi′P j′

))
= φ

((
QiP j

))
φ
((
Qi′P j′

))
= (i, j) + (i′, j ′) = (i+ i′, j + j ′).

We shall now focus on the group of automorphisms of ΠN/Z(ΠN). It was studied in
[20], [21] and [10]. We shall exploit the approach of [21], where the cosets corresponded
to 1-dimensional grading subspaces of the Pauli graded Lie algebra gl(N,C). The inner
automorphisms of gl(N,C) are induced by the action

ϕX(A) = X−1AX (5.3)

of an elementX from GL(N,C) (a group of regular complexN×N matrices). Let us now
consider a subgroup of automorphisms of the form (5.3) acting on elements of ΠN which
will induce permutations of cosets in ΠN/Z(ΠN). Note that matrices corresponding to
such automorphisms will be unitary, because they can be understood as transformation
matrices that transform a linear operator (of the form ωlNQ

a
NP

b
N ) to a different basis, in

which the operator is again unitary (of the form ωl
′
QcP d). Therefore the matrix U has

to be a transition matrix between two orthonormal bases, and hence unitary. The actual
form of these matrices is given in Appendix A.

Automorphisms from this subgroup will be equivalent if they define the same transfor-
mation of cosets in ΠN/Z(ΠN):

ψY ∼ ψX ⇔ Y −1QiP jY = X−1QiP jX ∀(i, j) ∈ ZN × ZN (5.4)

Since the group ΠN/Z(ΠN ) has only two generators (the cosets P and Q), the previous
condition can be rewritten as

ψY ∼ ψX ⇔ Y −1PY = X−1PX and Y −1QY = X−1QX (5.5)

If ψY induces a transformation of ΠN/Z(ΠN), then there must exist elements a, b, c, d ∈
ZN such that

Y −1QY = QaP b and Y −1PY = QcP d (5.6)

Therefore to each equivalence class of automorphisms ψY , we can assign a matrix:

Φ(ψY ) =

(
a b

c d

)
a, b, c, d ∈ ZN (5.7)

To the composition of two automorphisms ψX , ψY corresponding to (aX , bX , cX , dX)
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and (aY , bY , cY , dY ), respectively, a matrix that corresponds to a product of matrices cor-
responding to ψX and ψY will be assigned, as can be seen from

(XY )−1Q(XY ) = (Y −1QY )aX (Y −1PY )bX = QaY aXP bY aXQcY bXP dY bX

= QaXaY +bXcY P aXbY +bXdY

and similarly for P

(XY )−1P (XY ) = QcXaY +dXcY P cXbY +dXdY

hence
Φ(ψXψY ) = Φ(ψX)Φ(ψY ) (5.8)

is an injective homorphism.
We shall show now that (a, b, c, d) cannot be chosen arbitrarily. Consider the action of

ψY :

Y −1QY = QaP b =⇒ Y −1QNY = µQa
NP

b
N , µ ∈ C (5.9)

Y −1PY = QcP d =⇒ Y −1PNY = λQc
NP

d
N , λ ∈ C (5.10)

By multiplying the equation (5.9) by the equation (5.10) once from the left and once from
the right, we obtain

PNQNY = µλY Qc
NP

d
NQ

a
NP

b
N , (5.11)

QNPNY = µλY Qa
NP

b
NQ

c
NP

d
N . (5.12)

Using the commutation relation (2.12) ωNPNQN = QNPN we obtain

ω−adµλY Qa+c
N P b+d

N = PNQNY = ω−1
N QNPNY = ω−1

N ω−bcµλY Qa+c
N P b+d

N (5.13)

and therefore we have a condition

ω−adN = ω−bc−1
N (5.14)

which will be fulfilled if and only if ad− bc = 1(mod N), i.e.

det
(
a b

c d

)
= ad− bc = 1 mod N. (5.15)

This means that to every ψY acting on ΠN/Z(ΠN) a matrix from SL(2,ZN ) (a group of
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2× 2 matrices with determinant equal to 1 modulo N )

Φ(ψY ) =

(
a b

c d

)

is assigned. Now to every coset from ΠN/Z(ΠN) an element (i, j) from ZN × ZN was
assigned. It can be checked that the action of ψY on QiP j is given by:

(i′, j ′) = Qi′P j′ = ψY
(
QiP j

)
= Y −1QiP jY = Y −1QiY Y −1P jY = Qia+jcP ib+jd = (ia+jc, ib+jd)

which means that the transformation of (i, j) can be expressed as the right action of
SL(2,ZN) on ZN × ZN

(i′, j ′) = (i, j)

(
a b

c d

)
(5.16)

We will conclude this section with an observation [22], [23]:

Lemma 4. The action of a matrix from SL(2,ZN ) on (i, j) ∈ ZN × ZN does not change
determinant of a matrix composed of components of two vectors from ZN × ZN

Proof. Consider two vectors (i, j) and (k, l) from ZN × ZN . Then

det
(
i j

k l

)
= il − kj

The action of A is then (i′, j ′) = (i, j)A and (k′, l′) = (k, l)A. Then we have

det
(
i′ j′

k′ l′

)
= det

((
i j

k l

)
A

)
= det

(
i j

k l

)
det (A) = det

(
i j

k l

)

because det(A) = 1.

5.2 Mutually unbiased bases
Now the representation of automorphisms and operatorsQ,P will be used to introduce an
interesting structure that proves the existence of N + 1 mutually unbiased bases for prime
N and presents an alternative approach to their construction. We shall exploit the fact
that cyclic group ZN forms a finite field for prime N , which means that we can introduce
multiplication modulo N in this additive group. The finite ’phase space’ ZN × ZN can
be decomposed into N subclasses [(i, j)] which are represented by elements of the form
(i, 1) where i = 0, 1, . . . , N − 1, and one subclass represented by an element [(1, 0)].
We exclude the trivial class [(0, 0)]. The set of all elements that belong to a subclass
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represented by a given element (i, j) is then defined as a set of elements

(i′, j ′) = (ri, rj), r = 1, 2, . . . , N − 1

where the multiplication is understood modulo N . In the proof that every element from
ZN ×ZN\{(0, 0)} can be assigned to some subclass, we will exploit the fact that ZN is a
field for prime N . We see that every subclass has N − 1 elements, so this decomposition
has N 2 − 1 elements in total, the only one not included is (0, 0). If an element is in
form (0, i) or (i, 0), then it is obvious that it can be assigned to subclasses [(0, 1)] or
[(1, 0)] respectively. An element in the form (i, j), i, j = 1, 2, . . . , N − 1 will belong to a
subclass

(k, 1) where k ∈ {1, 2, . . . , N − 1} is the solution of kj = i mod N.

The existence and uniqueness of such k is guaranteed by the fact that ZN is a field. We can
illustrate the decomposition in subclasses by a table of all elements in ZN ×ZN\{(0, 0)}:

0 1 2 . . . N-1

0 (0,1) (0,2) . . . (0,N-1)

1 (1,0) (1,1) (1,2) . . . (1,N-1)

2 (2,0) (2,1) (2,2) . . . (2,N-1)

... ... ... ... . . . ...

N-1 (N-1,0) (N-1,1) (N-1,2) . . . (N-1,N-1)

There, every element (i, j) corresponds to a cosetQiP j from the Pauli group. All matrices
in the same coset differ just by the complex multiplier factor. Every multiple (ri, rj) of
a vector (i, j) by r ∈ {1, 2, . . . , N − 1} will therefore correspond to a coset QriP rj1. An
important consequence is that elements (i, j) and (ri, rj), r = 1, 2, . . . N − 1, will cor-
respond to matrices that have the same eigenvectors. Thus we have proved the following
lemma:

Lemma 5. If N is prime, then there are exactly N + 1 subclasses of elements from
ZN × ZN\{(0, 0)}, each subclass containing N − 1 elements. Elements from the same
class correspond to operators with the same eigenvectors.

1Note that operators (QiP j)r and (QriP rj) belong to the same coset, because it follows from the
relations (2.12) that they differ just by a complex factor.
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We will now demonstrate that bases of two different operators corresponding to ele-
ments from different subclasses in ZN × ZN\{(0, 0)} are mutually unbiased. We shall
first show that the basis composed of eigenvectors of QN is mutually unbiased with re-
spect to the basis of eigenvectors of PN . This is a consequence of lemma 2. However, an
easier proof follows immediately from equation (2.18), because then:

PNS|j 〉 = SQ†N |j 〉, (5.17)

where |j 〉 (a j-th vector from standard basis) is an eigenvector of QN (and of Q†N as well)
and therefore according to (5.17) S|j 〉 will be an eigenvector of PN . Now, using the
definition (2.17) of S, it can be seen that

|(S|j 〉, |j 〉)| =
∣∣∣∣∣
N∑

i

(
1√
N
ωij|i〉, |j 〉

)∣∣∣∣∣ =
1√
N

With this fact available, we now proceed to the theorem:

Theorem 5. Let (a, b) and (c, d) be two elements from ZN × ZN\{(0, 0)} such that they
do not belong to the same subclass. Then the bases composed of eigenvectors of the
operators from corresponding cosets QaP b and QcP d are mutually unbiased.

Proof. If we have two pairs where one belongs to the class [(1, 0)] and the other one to
the class [(0, 1)], then we already know that their corresponding bases will be mutually
unbiased, because they are composed of eigenvectors of of QN and PN respectively. Let
us now consider the case of two distinct pairs

(a, 1) and (b, 1), a, b ∈ {1, 2, . . . , N − 1} a 6= b

and prove that the bases of eigenvectors of the corresponding operatorsQa
NPN andQb

NPN
will be mutually unbiased (and hence the bases of powers of these operators). We have
seen that to unitary matrices that permute the cosets in the Pauli group

U−1QiP jU = Qi′P j′

matrices from SL(2,ZN ) can be assigned and vice versa, to every matrix from SL(2,ZN)

we can assign a unitary matrix U such that it permutes the elements from the Pauli group.
These unitary operators form a so-called metaplectic representation of SL(2,ZN ) [10],
[20]. We will now show, if a 6= b, that there exists a matrix A from SL(2,ZN ) such that

(a, 1)A = (ã, 0) and (b, 1)A = (0, b̃)

If we indeed can find such a matrix, then there exists a corresponding unitary matrix such

33



that

U−1QaPU = Qã,

U−1QbPU = P b̃,

hence their eigenvectors can be expressed as U |ψQ〉 and U |ψP〉, respectively. Their inner
product is then

|〈ψQa P |ψQbP〉|2 = |(U |ψQ〉, U |ψP〉)|2 = |〈ψQ |ψP〉|2 =
1

N

proving that these bases are really mutually unbiased.
We will now prove existence of matrix A from SL(2,ZN ) with desired properties.

From lemma 4 we know that the following condition has to be fulfilled:

det
(
a 1

b 1

)
= a− b mod N = det

(
ã 0

0 b̃

)
= ãb̃ mod N.

Therefore we select

ã, b̃ ∈ ZN such that ãb̃ = a− b mod N.

Now we can equivalently look for a matrix C ∈ SL(2,ZN ) producing inverse transfor-
mation

(ã, 0)C = (ã, 0)

(
α β

γ δ

)
= (a, 1),

(0, b̃)C = (0, b̃)

(
α β

γ δ

)
= (b, 1).

This gives us the following equations to compute the elements of C:

ãβ = 1 mod N (5.18)
ãα = a mod N (5.19)
b̃γ = b mod N (5.20)
b̃δ = 1 mod N (5.21)

The fact thatN is a prime guarantees that all these equations have unique solutions in ZN .
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We also need to check that C belongs to SL(2,ZN ):

det(C) = det
(
α β

γ δ

)
= αδ − βγ mod N

By multiplying equations (5.19) and (5.21) and subtracting the product of (5.20) and
(5.18) we obtain

ãb̃(αδ − βγ) = a− b mod N.

Since ãb̃ = a− b mod N we have

αδ − βγ = det(C) = 1 mod N

which means that C indeed belongs to SL(2,ZN ). The inverse matrix

C−1 =

(
δ −β
−γ α

)

will then transform pairs (a, 1) and (b, 1) to (ã, 0) and (b̃, 0), respectively:

(a, 1)C−1 = (ã, 0),

(b, 1)C−1 = (0, b̃).

To complete the proof, we have to show that for any pair (b, 1) and (1, 0) or (b, 1) and
(0, 1), b = 1, 2, . . . , N − 1, there exist matrices from SL(2,ZN ) such that

(b, 1)A1 = (0, 1) and (1, 0)A1 = (1, 0)

or
(b, 1)A2 = (b, 0) and (0, 1)A2 = (0, 1)

In the first case, the matrix

A1 =

(
1 0

−b 1

)

fulfils the condition. For the second case, the matrix A2 will be given by

A2 =

(
1 β

0 1

)
, where β ∈ ZN , βb = N − 1 mod N

From these equations, it follows that bases of eigenvectors of QbP and Q and P will be
mutually unbiased. Therefore, we have shown that there exist N + 1 mutually unbiased
bases in a Hilbert space of prime dimension N .
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We have therefore reached the same conclusion as [19]. In our case, the mutually
unbiased bases are composed of eigenvectors of matrices QN , PN , Q

2
NPN , . . . Q

N−1
N PN ,

while the matrices chosen in [19] are only modified using the relation (2.12). Note that
in our proof, we could have used pairs (1, a), a = 1, 2, . . . , N − 1, instead of (a, 1).
Then, we would obtain as a result that the mutually unbiased bases will be given by bases
composed of eigenvectors of matrices

QN , PN , QNP
2
N , . . . , QNP

N−1
N ,

which can also be obtained by finite Fourier transformation (2.18).

5.3 Unsolved problems
The problem of finding mutually unbiased bases for a composite dimension N , where N
is not prime nor power of a prime, still remains an open problem. We do not know even
the answer for the simplest case N = 6. Using theorem 3, we can find 3 such bases.
Some unsuccessful numerical attempts to find more mutually unbiased bases have been
made and it remains unclear whether it is indeed possible to find more than 3 of them for
Hilbert spaces of dimension 6 and in other composite dimensions as well.

Although the relation between the eigenvectors of Qi
NP

j
N and mutually unbiased bases

was observed in several articles (e.g. [19]), the relation between the decomposition of
space ZN × ZN whose elements correspond to the elements of Pauli group and the ex-
istence of mutually unbiased basis has been left unnoticed so far. However, the relation
heavily depends on properties that are consequence of N being a prime and therefore
enabling us to multiplication in ZN . It might be interesting to investigate whether this
relation could be generalized to arbitrary dimension and whether it would give us some
more information about the existence or non-existence of mutually unbiased bases in
composite dimensions.

36



Appendix A

Unitary matrices corresponding to
inner automorphisms that permute the
elements of the Pauli group

The actual form of unitary matrix U whose action permutes the elements of the Pauli
group ΠN and that corresponds to a matrix acting in SL(2,ZN ) was described in [10].
For an automorphism g ∈ SL(2,ZN )

g =

(
a b

c d

)

the corresponding unitary matrix U(g) that acts on the elements of the Pauli group is given
by:

δ 6= 0 : U =
σ(1)σ(δ)

N

∑

r,s∈ZN
ω
br2+(d−a)rs−cs2

2δ ω
rs
2 P r

NQ
s
N

δ = 0, b 6= 0 : U =
σ(−2b)√

N

∑

s∈ZN
ω
s2

2bω
s2(a−1)

2b P
s(a−1)
b

N Qs
N

δ = b = 0, c 6= 0 : U =
σ(2c)√
N

∑

r∈ZN
ω
r2

2cP r
N

δ = b = c = 0 : U = I

where δ = 2− a− d and σ(a) is defined as:

σ(a) =
1√
N

∑

n∈ZN
ωan

2

.
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