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Chapter 1

The Standard Model of particle

physics

The Standard Model of particle physics describes our picture about the structure of matter
at the most elementary base very successfully. This fundamental theory includes three of four
well known fundamental interactions: strong, weak and electromagnetic interaction. Such
interactions are described by a renormalised quantum �eld theory with gauge invariance.
Unlike the gravity, which is not included in the Standard Model.

Nowadays it is possible to study the quantum processes at a scale of 10−18 m. Considering
objects at such short dimension and low masses of elementary particles in the Standard Model,
gravity can safely be neglected. Let us note, however, that gravity has to be considered for
description of quantum e�ects at the Planck scale, which is lP = 1.616 × 10−35 m. In other
words, gravity is necessary for description of quantum objects at an energy scale ∼ 1019 GeV.
Such an energy is almost 15 orders of magnitude higher than the maximum central mass
energy reached at the LHC accelerator. Note that the most energetic particles observed
on the Earth had energies ∼ 1011 GeV. Such particles are coming probably from the outer
universe approximately once a century. Consequently, such advanced theories like quantum
gravity can not be veri�ed experimentally on the Earth, while Standard Model underwent
numerous stringent tests.

Let us start with the description of the elementary particles in the Standard Model. All
those particles are shown and shortly described in Fig 1.1. There are three generations of
quarks and leptons, which interact with intermediate gauge bosons γ, W ±, Z0, g. The Higgs
boson H is presented, too. All mentioned elementary particles are not only predicted by the
theory, but also veri�ed experimentally.

There are three charged massive leptons (e−, µ−, τ−), three neutral massless neutrinos
(νe, νµ, ντ) and the corresponding antiparticles in the Standard Model. The presented leptons
can be put together to three lepton generations with similar properties:

(
e
νe

), (
µ
νµ

), (
τ
ντ

).

Since the spin magnitude of all the above mentioned leptons is s = 1
2 , they can be also classi�ed

as fermions, which follow the Pauli's exclusion principle. The up-type massive leptons carry a
negative electric charge, consequently they interact by electromagnetic interaction. Further,
all the leptons interact weakly but not strongly. The measurement of partial decay width of
Z0 boson supports the existence of three possible neutrinos as well as three lepton generations
in the Standard Model.

The Standard Model predicts neutrinos as massless. However it is observed, that the
neutrinos can change its nature into another neutrino in lower lepton generation. This phe-
nomenon is called the neutrino oscillation. In addition, the shape of the �nal area of energetic
spectra of the electron from the β-decay, so called Curie plots, also supports the ideas of
massive neutrinos.

11



12 CHAPTER 1. THE STANDARD MODEL OF PARTICLE PHYSICS

Let us continue with the quarks. There are six quarks in the Standard Model namely
(u, d, c, s, t, b) and corresponding anti-quarks. All quarks dispose with spin magnitude of 1

2 .
All of them can also be categorized to three generations similarly as the leptons.

(
u
d

), (
c
s

), (
t
b

)

All quarks are subject to the electromagnetic, weak as well as strong interaction. Quarks
can be merged together to compose particles called hadrons. A meson arises combining a
quark with an anti-quark and similarly baryons can be born from three quarks. Since quarks
interact electromagnetically, they carry an electric charge. A fractional electric charge was
introduced for up-type quarks 2

3 and −1
3 for down-type quarks because of the integer electric

charge of the hadrons. Such a choice of quark electric charges was veri�ed by measurement.
Further, multiple bound states of the same quarks were observed, for example ∆++ baryon,
which involves three up quarks (u,u, u). Consequently, it is necessary to introduce a new
degree of freedom for quarks, the color charge, because of the Pauli's exclusion principle.

Additionally, there are massless gluons, which mediate the strong interaction of color
charged particles. Each gluon carries one of eight physical combinations of color and anti-
color. Gluons do not have any electric charge and its spin is unity. The gluon is able to
change the color charge of the quark because of the gluon color-anti-color charge despite the
color charge is conserved in the strong interaction.

The four particles in the last but one column in Fig. 1.1 are gauge bosons: while massive Z
and W bosons mediate electro-weak interactions responsible for particle dacys and dominant
at middle-range distances, massless photon γ mediates electromagnetic interaction dominant
at large distances, gluon g is a mediator of the strong force active only at very small distances.
The last ingredient of the Standard Model is the scalar Higgs boson H with zero electric and
color charge. The Higgs boson represents a key particle for explanation of the origin of mass
in the theory. Thanks to the non-zero Higgs mass and the Higgs mechanism, masses of almost
all fundamental fermions and bosons can be explained. The discovery of the Higgs boson is
dated to 2012 by CMS and ATLAS experiments at the LHC, only 50 years after the theoretical
prediction by P. Higgs [1], R. Brout and F. Englert [2].

Figure 1.1: The elementary particles in the Standard Model with their basic properties:
invariant mass, electric charge in the units of the elementary charge e and the spin magnitude.

1.1 The cross-section in quantum �eld theory

The quantum mechanic as well as the quantum �eld theory is based on probability inter-
pretation of the studied process. The fundamental basis of common used variables will be
introduced in this section.
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1.1.1 The S matrix element

The section introduces a basic measurable quantity in the quantum �eld theories1, the cross
section.

The derivation of the cross section is based on the computation of the transition prob-
ability. Thus, it is necessary to evaluate the form of the time evolution operator �rst in a
suitable Dirac picture. The time evolution operator UD(t, t0) propagates the initial quantum
�eld ∣i >≡ ∣i(t0) > at time t0 to another time t as ∣i(t) >= UD(t, t0)∣i >. So ∣i(t) > repre-
sents an outgoing state. Now, let us assume a state ∣f > as an expected �nal state. Then
∣ < f ∣UD(t, t0)∣i > ∣2 determines the probability, that the �eld particles ∣i > will interact with
another �eld in time interval from t0 to t and the �nal state ∣f > will be observed. However,
the interaction can happen at any time, not only in < t0, t >, thus it is introduced the S op-
erator as S = U(+∞,−∞). The de�nition of the S matrix operator also employs ingeniously
the quantised �eld variables, which behave as free at the initial time t0 = −∞. Now, the S
matrix element Sfi can be de�ned.

Sfi =< f ∣S∣i >=< f ∣UD(+∞,−∞)∣i >=< f ∣i(+∞) > (1.1)

Let us consider the form of the Dirac time evolution operator UD(t, t0) or the S operator
respectively, which was obtained as a solution of an operator integral equation for a time
evolution operator at the Dirac picture. The solution of S matrix can be expanded to a
perturbative Dayson series, so the S matrix element Sfi can be recast as follows.

Sfi =< f ∣T exp(−i∫ dtHint(x⃗, t)) ∣i > (1.2)

=< f ∣T exp(i∫ d4xLint(x)) ∣i > (1.3)

= δfi + i∫ d4x < f ∣Lint(x)∣i > +
(i)2

2!
∫ ∫ d4xd4y < f ∣T [Lint(x)Lint(y)] ∣i > +... (1.4)

The second expression in eq. (1.4) was derived using an assumption that the interaction
Hamiltonian Hint = ∫ d

3xHint(x) is equal to interaction Lagrangian Lint = ∫ d
3xLint(x) up to

the sign. This is mostly performed in the Standard Model. Further, a time ordering product
T was introduced in eq. (1.4). It becomes clear that the interaction Lagrangian becomes
crucial for quantum �eld theories.

Further, if one wants to compute the transition probability, one has to square the expres-
sion in eq. (1.4), which leads to several technical troubles considering the presence of time
and space in�nite intervals and the divergent expression at higher order of perturbative series.
However it can be solved by the regularisation and the renormalization procedure. The basic
ideas of those procedures will be mentioned later in 1.1.3 section.

1.1.2 The decay rate and the cross section

In this section two standard variables in the �eld theories: the decay rate and the cross section
are discussed. Both of them are related closely to the squared matrix elements ∣Sfi∣

2, which
was introduced previously.

First we de�ne the transition probability for the �nal state particles with a three momenta
in interval (p⃗f , p⃗f + dp⃗f). There are ñf =

V d3p
(2π)3 possible states for each considered �nal state

particle in such momentum interval. So, the production probability can be expressed as

dPfi = ∣Sfi∣
2
⋅∏
f

V ⋅ d3pf

(2π)3
, (1.5)

1There are many �eld theories, but not all of them are used in the Standard Model.
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where the product runs over all considered �nal state particles. Let us de�ne the decay rate
dwfi representing a production probability per a unit time.

dwfi =
dPfi

T
(1.6)

Further, an integrated decay rate is identi�ed with the decay width Γ, which is quite often
measured for the decaying particles, especially the partial decay width Γj for the considered
decay channel and its relative probability Pi(decaying particle in ith channel) as

Pi(decaying particle in ith channel) =
Γi

∑j Γj
, (1.7)

where, the index j runs over all possible decay channels. Consequently, the full decay width
Γ is denoted here as a sum ∑j Γj .

The cross section can be quanti�ed as a ratio of the number of scattering events N times
the production probability per unit time dwfi to a density �ux of incident particles as follows.

dσ =
# of scattering events per unit time
density �ux of incident particles

=
Ndwfi

N
V ∣v⃗1 − v⃗2∣

(1.8)

It is expected here that velocities of both initial particles v⃗1, v⃗2 are parallel and they are
opposite to each other. Now, let us take all together (using eq. (1.8), eq.(1.6), eq.(1.5) and
including the S-matrix elements in eq. (1.4) involving the interaction Lagrangian Lint as
a function of �eld variables) and let us integrate over space-time coordinates (which have
an origin in the exponent of the exponential function in the S-matrix element presented in
eq.(1.4)) to derive the cross section dσ2→n for a process involving n particles as follows.

dσ2→n =K ⋅
1

∣v⃗1 − v⃗2∣

1

2E1

1

2E2
⋅ ∣Mfi∣

2
⋅ (2π)4δ(4)(P1 + P2 −

n

∑
f=3

Pf) ⋅
n

∏
f=3

d3pf

(2π)32Ef
(1.9)

The factor 1
∣v⃗1−v⃗2∣

1
2E1

1
2E2

is the so called �ux factor, because it describes the �ux of two
initial particles going against each other. Those initial particles dispose with the energy and
velocity E1, v⃗1 or E2, v⃗2, respectively. Further the square of the invariant amplitude ∣Mfi∣

2

involves kinematics of the considered process. The invariant amplitude will be discussed in
more detail in next 1.1.3 subsection. Further, there is a four-dimensional delta function. The
P1, P2 describe the four-momenta of the initial state particles and similarly Pf denotes the
four-momentum of the �nal state particle with f = 3,4,5 . . . n. The delta function δ(4)(P1 +

P2 −∑
n
f=3 Pf) describes the conservation law of energy and three-momenta in the interaction.

Finally, there is a product of three-momentum di�erentials d3pf of all �nal state particles.

The expression
dpf
(2π)3 describes one quantum in the momentum space and 1

2Ef
factor comes

from the normalisation of the wave function. Finally, there is a K factor, which is almost 1.
It acquires other values only when some of �nal states are identical, then K =∏

k
r=1

1
nr! , where

nr is a number of identical particles of the rth kind.
It can be seen, that the cross section in eq. (1.9) has a dimension of [area2]. Since, the

common units are too huge, new one was introduced, the barn 1 b= 10−28 m2 by E. Fermi.
The barn represents an area of atom nucleus, however it is still quite large for rare processes
such as a top quark decay, so the pb =10−12b are most used in the thesis.

The formula in eq. (1.9) is completely general so it can be easily adapted to special cases.
For example, the case of proton-proton cross section at the LHC, where protons are accelerated
and collided parallel to each other at the main experiments. The total proton-proton cross
section σpp is given by eq. (1.10) as a convolution of hard process cross section dσ2→n and
the parton distribution functions. The presented parton distribution functions fp1

a (x1, µF )
describe the probability, that there is a parton2 a with the momentum fraction x1 in the

2The terminology of the parton was introduded by R. Feynman and it represents the notation for intrinsic
particles in nucleons, the quarks and gluons simultaneously.
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proton p1. The parton distribution functions are determined experimentally, therefore they
depend on the factorisation scale µF , too. The parton distribution functions for gluon, quarks
and anti-quarks in a proton can be seen in Fig. 1.2 at low (Q2 = 10 GeV2) and high (Q2 = 104

GeV2) factorization scales µF = Q2. Considering all possible partons a resp. b in the proton
with arbitrary momenta x1, resp. x2, one can get the following proton-proton cross section
formula σpp.

σpp =∑
a,b
∫

1

0
dx1dx2f

p1
a (x1, µF )f

p2

b (x2, µF )dσab→n(s, u, t, x1, x2, µF ) (1.10)

The hard scattering process in QCD with the cross section dσab→n can be computed using
the formula in eq. (1.9), which depends on the set of Lorenz invariant Mandelstam variables
u, t, s, momenta of the initial partons and the factorisation scale µF in general.

Figure 1.2: Parton distribution functions in proton for low factorization scale Q2 = 10 GeV2

and high factorization scales Q2 = 104 GeV2, taken from [16].

1.1.3 The invariant amplitude Mfi

The invariant amplitudeMfi in eq. (1.9) caries a legacy of the perturbative expansion of the
Dyson series in eq.(1.4). The basic ingredient forMfi calculation at appropriate perturbative
order is the interaction Hamilotonian, which is often equal to the interaction Lagrangian Lint
up to the sign. The interaction Lagrangian Lint further provides our physical point of view
of the interaction.

The exact computation of Mfi in the cross section dσ or the partial decay width Γi
can be simpli�ed signi�cantly by an introduction of Feynman rules and the set of Feynman
diagrams. Examples of the Feynman diagrams are shown in Figs. 1.3 and 1.6. Each line in the
Feynman diagram corresponds to an associated quantum �eld in the interaction Lagrangian
Lint. Basically, there are initial and �nal state particles as the input or output lines in the
Feynman diagrams. However, intrinsic lines can appear in the higher orders of perturbation
calculus. Such intrinsic lines represent intermediate �elds, which mediate the interaction, thus
they are not observed at the experiment. They are called propagators. The �eld variables
in the Feynman diagram often enter and further go out from the crucial points so called
interaction vertices. The algebraic structure connected with the vertex can be also derived
from the interaction Lagrangian Lint. Let us note, that any Feynman diagram always involves
one vertex for each order of the perturbation expansion of the Dayson series in eq.(1.4). Then
a set of Feynman diagrams can be constructed at the appropriate perturbation order using the
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set of initial, �nal state particles and the vertices and propagators. The invariant amplitude
of the considered Feynman diagram can be then evaluated using so called Feynman rules.
The full invariant amplitude is further obtained as a sum of all Feynman diagrams.

Now, let us mention here at least one Feynman rule from the whole set of Feynman rules.
An advanced rule for Feynman diagrams, which involve an intrinsic closed loop of virtual
particles. Such loops appear at higher order of perturbative calculus. The rule says:

1.) let us construct the algebraic factor from the vertex factors and the propagators of all
associated �eld variables appearing in the closed loop

2.) let us integrate the algebraic factor obtained from 1.) over all possible momenta asso-
ciated with the independent �eld variables in the closed virtual loop

Following this Feynman rule, one arrives at ultra-violet divergencies in the perturbative cal-
culations. An example of the ultra-violet divergences can be found in the photon self-energy
correction in spinor QED. Such a correction represents a connection of the closed fermion loop
to a photon propagator. The Feynman diagram of the photon self-energy is shown in Fig.
1.3. Since, the algebraic vertex factor in spinor QED is equal to −ieγµ and the fermion (e.g.
electron) propagator 1

/q−m , where −e represents the electric charge of electron, γµ the gamma

matrix, /q = qµγ
µ with electron four-momenta qµ and electron mass m. Using above men-

tioned QED vertex factor and fermion (electron) propagator the photon self energy correction
iΠµν(q) can be constructed as follows.

iΠµν(q) = (−ie)2
∫

d4l

(2π)4
Tr{γµ

1

/l −m
γν

1

(/q − /l) −m
} (1.11)

∼ ∫ l3 ⋅
1

l
⋅
1

l
dl ∼ l2 (1.12)

Here, the quadratic ultra-violet divergence has appeared.
In summary, the ultra-violet divergence occurs as a consequence of the integration over

very high momenta l → +∞. As will be shown later in section 1.2.2, another type of divergence,
the so called infra-red divergence, may arise when the resulting formula has a negative power
of momentum and we wish to integrate from values close to zero. Nevertheless all those
divergences can be solved using the so called regularization and renormalization.

Figure 1.3: The Feynman diagram of the photon self-energy correction in QED.

The key idea of the procedure of regularization and renormalization lies in expressing
the problematic divergent parts by unphysical parameters and further introducing new terms
to the interaction Lagrangian, so called counter-terms. The counter-terms are designed to
cancel the original unsuitable divergent parts of the matrix elements3 by keeping the same
structure of �eld variables but re-de�ning their constant parts (such as mass, electric charge,
and couplings). The latter is also called "dressing" the original (undressed) objects.

3This is an idea of the so called Minimal subtraction scheme of the renormalization, but it is possible to
subtract also other �nite terms
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1.2 Introduction to quantum chromodynamic

This theory describes our physical point of view of the strong interaction. The theory is
based on a non-abelian SU(3)color gauge symmetry. The expression chromos comes from
the Greek and it denotes a color, a newly introduced degree of freedom. The number of
degrees of freedom Nc re�ects the character of the color group, there are three possible color
charges, which are denoted commonly as: red, blue and green. Thus, the strong interaction
is mediated by the exchange of the color charge among the color particles. The color charge
is carried by quarks and gluons where the latter also represent the intermediate gauge bosons
of the strong interaction. The gluons are massless. Further the gluons carry both color and
anti-color charge simultaneously. This is an important feature of QCD leading to the gluon
self-interaction, unlike QED, the abelian gauge theory where photons are neutral and do not
interact with each other.

1.2.1 QCD Lagrangian

The QCD Lagrangian is shown in the eq. (1.13). Here it is summed over quarks q, color index
a and Lorentz index µ.

LQCD =∑
q

[iψ̄qγ
µ
(∂µ − igs

λa

2
Aaµ(x))ψq −mqψ̄qψq] +Lgauge (1.13)

The �eld function ψq represents here a three-component quark �eld distinguished by three
possible color charges. There are two terms, the �rst introduces an interaction including
quarks, whereas the second one, Lgauge, contains kinematics of gluons.

The interaction among quarks and gluons was introduced using the principle of a covariant
derivative in the �rst term in eq.(1.13). The form of the covariant derivative Dµ = ∂µ −
igs

λa

2 A
a
µ(x) has an origin in a requirement of the non-abelian gauge symmetry of the Yang-

Mills �elds. The gluon �elds are presented here by Aaµ(x), where the color index a runs from
1 to N2

c − 1. Consequently, there are 8 physical color gluons collected in one color octet for
three possible colors NC = 3. The matrices λ

a

2 denote generators of an appropriate color group
and λa correspond to eight Gell-Mann 3× 3 matrices. Further gs denotes a coupling constant
of the strong interaction. The second term in the squared brackets in eq.(1.13) describes a
mass term of the quark.

The last term in eq. (1.13) it can be expressed as follows.

Lgauge = −
1

4
GaµνG

aµν

= −
1

4
AaµνA

aµν
−

1

2
gsf

abc
(∂µA

a
ν − ∂νA

a
µ)A

bµAcν −
1

4
g2
sf

abcfajkAbµA
c
νA

jµAkν (1.14)

Here again, we sum over repeating indices. Gaµν in eq.(1.14) corresponds to a gluon �eld
strength tensor, which represents an analogue of the full anti-symmetric �eld strength tensor
in QED Fµν , which describes an electric charged particle in electromagnetic �elds. However,
there is a signi�cant di�erence: unlike QCD, the QED theory is connected with the abelian
group U(1). So, there are also so-called structure constants fabc in QCD as a consequence
of non-commutative generators of the color group SU(3)color. Consequently, the Lgauge does
not contain only the kinetic term AaµνA

aµν (as in the case of QED), but there are new terms,
as a consequence of the non-abelian structure. Thus, the gauge Lagrangian of QCD involves
the terms proportional to three gluon �elds Aaµ(x) as it can be seen in the second term in
eq. (1.14). Further, there is also the last term in eq. (1.14) involving four gluon �elds.
Consequently, the gluons are able to interact themselves forming a three-gluon vertex and
four-gluon vertex, contrary to photons in QED.

All above discussed interactions of quarks and gluons are presented graphically in Fig.
1.4. Let us note here, that the QCD Lagrangian (1.13) also conserves the �avour as well as
the parity unlike the Lagrangian of the weak interaction.
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(a) (b) (c)

Figure 1.4: The interaction vertices generated by the Lagrangian LQCD of the strong inter-
action: the quark anti-quark annihilation (a), gluon triple-vertex (b) and gluon four-vertex
(c).

1.2.2 Additional gluon emission

All three QCD vertices as shown in Fig. 1.4 are important for a description of the initial
and �nal state radiation, when the quark or the gluon can emit other gluons. It causes an
additional gluon radiation, which represents another correction to the cross section calculus.
However the additional gluon radiation may lead to infra-red and ultra-violet divergences,
which can be seen in the following cross section formula for a gluon radiation from the quark.

dσq→qg = αs
CF
π

dE

E

dθ

sin θ

dφ

2π
(1.15)

Here, the cross section dσq→qg diverges for soft gluon emission with E → 0 (infra-red diver-
gence) and for the gluon emission at low angle θ → 0 (collinear divergence). Such e�ects are
quite important when jet measurements are to be compared to theory predictions.

1.2.3 The running coupling parameter

The QED as well as QCD represent renormalizable �eld theories. It means, that there is a
�nite number of counter-terms to cancel all divergences in the invariant amplitude Mfi to
all orders of the perturbative calculus. The existence of divergences was demonstrated on the
photon-self energy in QED, and further the principle of the renormalization procedure was
described brie�y in 1.1.3 section. The �nal step of the renormalization turns to the rede�nition
of the undressed �eld variables, massed and charges to the dressed ones. Since, the coupling
constant is proportional to square of the charge as α = e2

4π , the renormalization also leads to
the evaluation of the so called running coupling constant α(Q2) by eq. (1.16), which provides
the information about the truth strength of the interaction.

α(Q2
) =

α(Q2
0)

1 −B ⋅ α(Q2
0) ln Q2

Q2
0

(1.16)

The running coupling parameter at a given squared transfer momentum Q2 depends on the
value of the coupling parameter at some initial value Q2

0. The di�erence between the QCD
and QED �eld theories is seen in the B parameter. Each of the theories predicts a di�erent
value for the B parameters:

BQED =
2

3π
, BQCD = −

11Nc − 2Nf

6π
. (1.17)

Here, the Nc is the color number, Nc = 3 and Nf the �avour number. Consequently, the
running coupling parameter αQCD(Q2) decreases with increasing momenta Q2 for Nf < 17,
unlike αQED(Q2). Let us note, that the Standard Model predicts six quarks, thus Nf = 6
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[17], which will be discussed at the end of the section. The decreasing trend of the strong
coupling parameter αQCD(Q2) also supports Fig. 1.5, which collects the information from
di�erent QCD processes.

Figure 1.5: A collection of measurements of the running coupling parameter αs(Q) at various
Q points compared with calculations of αs(Q) using eq. (1.16). Taken from [15].

This behaviour of αQCD(Q2) also re�ects two other important QCD phenomena: asymp-
totic freedom and color con�nement of strongly interacting objects with a color charge. The
asymptotic freedom of quarks is seen at high energy scales Q2 or in other words at low
mutual distances of two considered quarks. Then αQCD(Q2) is too low so the strong force
between two color objects is low, too. Thus, the quarks behave as free particles. However,
the color-con�nement of the quarks is observed at low scales Q2 or at large mutual distances,
respectively. Then αQCD(Q2) as well as the force between two color objects is so big that
color objects cannot behave as free, on the contrary, they are forced to form a bound state of
colorless objects: mesons and baryons.

These phenomena imply that partons exist like free particles immediately after the proton
collision. However, they are not observed directly, because of the fragmentation of partons to
hadrons and other particle, which are then detected in detectors.

Let us note, that the perturbative calculus posses a limited application at low Q2, because
of the divergences, which can no longer be regularized. Consequently, hadronization models
or other approaches (e.q. lattice QCD) are applied at low Q2 instead of the perturvative
calculus.

1.2.4 Color number

The introduction of the new degree of freedom, the color charge, provides the whole spectrum
of remarkable features of the strong interaction. The existence of color charge was postulated
for the non-abelian gauge SU(3)color symmetry.

Examples of physical observables, which are proportional to NC , are the integrated cross
section of the electron-positron annihilation into two hadrons: e− + e+ → hadrons and the
decay width of π0 into two photons: π0 → γ + γ.

The cross-section σe−+e+→hadrons can be calculated from the quantum �eld principles as
it was described in 1.1 section. The dominant process is the e−e+ annihilation mediated by
photon. Since, any guark pair can be expected in the �nal state, the cross section has to
be proportional to the color number of appropriate quarks. In case of the pion decay width,
the pion decays to two photons in the 3rd order of perturbative calculus involving a closed
triangular fermion (quark) loop, consequently two qqγ vertices are presented and both of them
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are proportional to NC . In summary, the theory predicts

σe−+e+→hadrons ∝ Nc, Γπ0→γ+γ ∝ N2
c

Such quantities were measured and color number was evaluated as NC = 2.99 ± 0.12. [18]

1.2.5 String hadronization model

The QCD theory works with color-rich physical objects, gluons and quarks. However, those
physical objects are not stable and they hadronize. The hadronization can be understood as
follows.

Let us assume a meson (a pair of quark and anti-quark, qq̄) as a simple educative example.
We can apply a lattice QCD calculation to evaluate a potential V (r) for such a meson system
as a function of a mutual distance r of the considered quark q and the anti-quark q̄. There
should be observed a coulomb potential V (r) ∼ −1

r at low r because of the electric charge of the
quarks. Further, a linear potential at the higher distances r is observed. The linear potential
V (r) ∼ r behaves as a string. Such an observation leads to the so called String model of the
hadronization, which is used at low values of transition momentum Q2 (or in other words at
high r at the same time), where the perturbative QCD does not work. So, the linear string
potential leads to an introduction of the color string, a gluonic force line, between the color-
rich particles. The force of the color string does not decrease with increasing r like in QED
according to section 1.2.3, but the force is rising equally with increasing r until a breaking
point is reached, when the force is too high, then this color string is cut. Simultaneously if
the potential attains a su�cient value, then it may participate in a new quark anti-quark pair
formation from a vacuum. The new quark q is paired with the original anti-quark q̄ and the
new anti-quark q̄ is connected to the interrupted color string similarly. Consequently, there
are two mesons in the �nal state.

1.3 Top quark physics

The top quark represents the up-type quark in the 3rd quark generation. Its electric charge
amounts to 2/3. The charge of the top quarks was measured experimentally as
0.64±0.02(stat)±0.08(syst).[7] Additionally, top quark represents the most massive fermion in
the Standard Model, its pole mass was measured to be mt = 173.5 ± 1.1 GeV/c2[3], which is
approximately equal to a mass of the tungsten atom. The tungsten atom disposes with the
size of ∼ 1010 m in comparison with almost point-like top quark. Further, the full decay width
of the top quark is Γtot = 2.0 ± 0.5 GeV [3], which means, that its mean life time is extremely
short ∼ 10−25 s (compare with the mean life time of the b-quark4, 10−13 s). Furthermore, the
top quark does not create observable bound states, because of a typical required time for a
hadron formation is at least two orders higher than top quark mean life time.[4] Thus it is
possible to observe a bare quark. [5]

The large top mass is also responsible for large contributions to quantum loop corrections
to electroweak observables. In addition the mass of the top quark and the Higgs boson are
the two parameters that govern the shape of the Higgs potential at high energy, allowing to
answer the fundamental question of the vacuum stability of our universe.[6] Consequently, the
large top mass and especially its precise measurement, play a key role in explaining crucial
questions in particle physics.

Last but not least, the large top mass also indicates a limited condition for a top quark
systematic experimental research. In principle the top quark can be observed in high energy
cosmic rays, however a detailed and systematic study can be performed only at accelerators.
Nowadays there is only one device, which disposes with high enough energy for a such top
quark research, the Large Hadron Collider (LHC).

4The b quark represent the second most massive quark in the Standard Model with mass mb = 4.18+0.04
−0.03

GeV [3].
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1.3.1 Top quark prediction

The theoretical prediction of the 6th quark in the Standard Model relates closely to a detailed
study of the processes at higher order of perturbative calculations. More precisely, with
Feynman diagrams involving a virtual closed triangular fermion loop. Such processes can
be described for example by Fig. 1.6. The presence of virtual closed triangular loop with

Figure 1.6: Feynman diagram involving a virtual closed triangular fermion loop.

one type of fermion leads to non-physical results. The invariant amplitude Mfi in such a
process involves a linear divergence with the energy E and further such process causes a
gauge dependent Glashow, Salam, Weinberg theory of electroweak interactions [8]. Those
troubles can be resolved if one considers the loops involving all possible fermions. Then the
total invariant amplitude leads to a formula, which is proportional to a sum of all fermion
charges.

Mfi ∼ ∑
fermion

Qfermion (1.18)

The above mention troubles can be solved by following this zero condition:

∑
fermion

Qfermion = 0. [8] (1.19)

Note that these calculations were done in times, when only four quarks u, d, s, c and four
fermions e−, µ−, νe, νµ were known. The zero equality can be veri�ed easily considering the
charges of all those fermions and three possible color states of the quark. However, the τ
lepton was discovered in 1975, and the so called relation of closed generations in eq. 1.19
has become violated. It suggested an existence of other particles to satisfy the symmetry
among the quarks and leptons. However, the condition presented in eq. 1.19 was not still
ful�lled even when the b quark was discovered in 1977. Thus it was clear, that yet another
quark has to exist to close the third generation of the quarks in the Standard Model. Those
thoughts initiated the search for the top quark, which was discovered �nally in 1995 by two
independent experimental groups at D0 and CDF collaborations at the proton-antiproton
Tevatron collider [9, 10].

1.3.2 Top quark decay

Contrary to the classical quantum mechanics the �eld theories are based on the Lagrangian
formalism and therefore multi-particle processes can be described theoretically. The con-
struction of the correct Lagrangian form represents one of the main tasks in the �eld theories.
Nowadays, the theoretical construction is based on the symmetry principles (especially the
Lorentz and the Gauge symmetry) with a unitarity requirement to reach a renormalizable
theory, which further provides physical results of the observables such as the cross section,
which does not involve any divergences.
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Now, the charged current interaction Lagrangian for weak quark interaction will be intro-
duced. Such an interaction is described as follows.

L
quarks
CC =

g

2
√

2
(ū, c̄, t̄)γµ(1 − γ5)VCKM

⎛
⎜
⎝

d
s
b

⎞
⎟
⎠
W +
µ + h.c. (1.20)

Here, the interaction of the up-type quarks u, c, t with the down one d, s, b, put in triplets
is de�ned by eq. (1.20).The interaction is intermediated by the vector W boson of the weak
interaction. The term h.c. represents the hermitian conjugation, thus down-type quarks can
change their nature to up-type quarks and vice versa. In other words, the weak interaction
does not conserve a �avour, natural character of the quarks. Further g factor corresponds to
the coupling constant and γµ are the Dirac gamma matrices 4 × 4. The index µ denotes the
Lorentz index µ = 0,1,2,3 and further the γ5 represents another "Dirac matrix", which anti-
commutes with all γµ, γ5 = −iγ0γ1γ2γ3. The algebraic expression 1 − γ5 represents a typical
character of the weak interaction, which does not conserve the parity. Consequently only left-
handed particles and right-handed anti-particles are observed in the weak interactions. The
most important term in eq. (1.20) is the VCKM matrix, so called Cabibbo-Kobayashi-Maskawa
(CKM) matrix.

The CKM matrix describes the mixing parameters of quarks. In fact it generalises the
Cabibbo mixing model of three type quarks u, d, s and Glashow�Iliopoulos�Maiani (GIM)
mechanism for four quarks u, d, s, c. The CKM matrix also plays an important role in ex-
planation of CPT symmetry violation (combined discrete symmetry of charge-conjugation,
parity and time-inversion) in weak interactions as well as in an introduction of the 3rd gen-
eration of quarks. Now, we will be interested in the numerical values of the CKM matrix
elements, which were measured experimentally as follows.

VCKM =
⎛
⎜
⎝

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

⎞
⎟
⎠
≈
⎛
⎜
⎝

0.9745 0.2253 0.0041
0.225 0.986 0.041
0.0084 0.040 0.9991

⎞
⎟
⎠

(1.21)

The square of the individual CKM matrix element describes the probability of the transition
between two considered quarks. Looking at the last line of the CKM matrix, it is clear, that
the top quark decays almost only to the b quark, since the transition probability of the top
quark into d and c quarks are negligible. This statement can be also expressed using the
branching ratio for decaying top quark

Γ(t→Wb)

Γ(t→Wq)
=

∣Vtb∣
2

∣Vtd∣2 + ∣Vts∣2 + ∣Vtb∣2
= 0.99830+0.00004

−0.00009, [3] (1.22)

where the shorthand notation was used: q represents here all down-type quarks d, s, b.
Further, let us consider an uni�ed Lagrangian of electromagnetic and weak interactions

for the top quark decay. Such an interaction Lagrangian involves the interactions mediated
by photon γ and Z boson. Such Lagrangian disposes with �avour-diagonal structure, conse-
quently it does not violate the �avour.[8] So, the �avour-changing decays involving neutral-
current of the top quark are suppressed and are predicted only in higher perturbative orders.
The branching ratio for Z boson and photon were measured, too. However only the upper
limits for a �avour-changing decays were measured:

Γt→γ+q̃

Γtot
< 2.1 × 10−3,

Γt→Z+q̃

Γtot
< 5.9 × 10−3. (1.23)

Here q̃ represents �nal state quarks u and c.[3]
The paragraphs above explain that the top quark decays mostly to b quark and W boson.

However, theW boson is decaying, too. Consequently, there are three di�erent decay channels
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of top quark according to how W boson decays: the single-lepton, di-lepton and full-hadronic
channels. The branching ratio of the decaying W boson to hadrons is equal to:

ΓW→hadrons
Γtot

= (67.41 ± 0.27)%. [3]

Consequently, the fully-hadronic top quark decay channel is the most probable one.

1.3.3 Top quark production

The relevant Feynman diagrams for single top quark production can be found in Fig. 1.7 and
for top pair production in Fig. 1.8. Let us note here, the most dominant diagram represents
t-channel for single top production. And similarly, the most important diagram for top pair
production at the LHC is the s-channel with gluon fusion.

Figure 1.7: The dominant Feynman diagrams for a single top production.

Figure 1.8: The dominant Feynman diagrams in leading order for a tt̄ pair production.

1.4 Variables in high energy physics

In high energy physics, there are reactions and processes involving signi�cant energies and
momenta, which are much larger than the invariant mass of a given process. Consequently, it
is quite important to consider a relativistic description of such processes. Additionally, it is
crucial to de�ne the Lorentz invariant variables or the variables with reasonable transformation
under the change of frame at least.

Let us start with the relativistic relation between the energy E and the three-momentum
p⃗ .

E2
=m2c4

+ p⃗2c2,
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where m is identi�ed with invariant mass and c denotes a speed of light in vacuum with a
magnitude c = 299 792 458 ms−1. Using the standard units, where c = 1, the relativistic energy
leads to:

E2
=m2

+ p⃗2

Now the four-momentum vector P = (E, p⃗) can be de�ned for the purpose of the relativistic
calculations. One of common examples of the above mentioned Lorentz invariant variables is
the square of four-momentum, P 2 =m2.

Another useful kinematic variable represents the rapidity y, dimensionless variable, which
is de�ned as follows.

y =
1

2
ln(

E + pz
E − pz

) (1.24)

Where E has the same meaning as above and pz represents a three-momentum along z-axis.
The z-axis is usually identi�ed with the beam axis. Although the rapidity is not Lorentz
invariant variable, it provides an elegant Lorentz transformation between two frames moving
with constant relative velocity v with respect to each other.

y′ = y − tanh−1 β, , where β =
v

c

Consequently, the change of rapidity is conserved under the Lorentz transformation:

∆y′ = y′1 − y
′
2 = y1 − y2 = ∆y (1.25)

Another variable widely used in high energy physics is the pseudorapidity η, which is de�ned
as follows:

η = − ln [tan(
θ

2
)] , (1.26)

where θ is the polar angle, which is usually measured from the z-axis at the experiment. The
psudorapidity η converges to rapidity y for zero mass m → 0, or in other words in the high
energy limit.

Another category of Lorentz-invariant variables are variables based on perpendicular com-
ponents of three-momenta to the beam axis: px, py, which are not changed by the Lorentz
boost. The examples of such observables are the transverse momentum pt and azimuthal
angle φ.

pt =
√
p2
x + p

2
y φ = arccotg

px
py

(1.27)

In conclusion, the Lorentz invariant variables become more natural for the collider physics.
Thus, the thesis works with the coordinates (pt, η, φ) as well as the other papers in high energy
physics instead of the cartesian coordinates (x, y, z) or the momentum coordinates (px, py, pz).
In such a space we also often de�ne a "metric" ∆R for a distance measurement of two objects
i and j by the following formula:

∆R =

√

(ηi − ηj)2 + (φi − φj)2 (1.28)

The quantity ∆R is also often called the angular distance or the angular separation. It
represents a dimensionless variable, which is often used in jets physics. Let us note, that
pseudorapidity η is replaced by rapidity y sometimes. In this case ∆R becomes also Lorentz
invariant considering eq. (1.25).

Finally we remind the transition between (px, py, pz) coordinates and (pt, η, φ) coordinates:

px = pt cosφ (1.29)

py = pt sinφ (1.30)

pz = pt sinh(η) (1.31)



Chapter 2

LHC and ATLAS detector

Predictions of the Standard Model or theories beyond the Standard Model have to be veri�ed
experimentally. This is usually done using sizable experimental apparatus (detectors) placed
underground to shield the environment from radiation. Since predictions are manifold, such a
detector is multi-purpose and hence often expensive. In the case of particle physics, cosmic ray
observatories, and linear and circular colliders are used to provide �uxes of incident particles.
An advantage of the cosmic ray observatories is quite a large range of energies, including ultra-
high energy particles exceeding those achieved at accelerators. But such events are rather rare.
Therefore accelerators are often used for a systematic research of particle interactions and of
products coming from them. The most powerful accelerator of these days is Large Hadron
Collider LHC, reaching energies of incident particles of 6.5 TeV and colliding frequencies of
108 Hz.

2.1 Large hadron collider

One of the main scienti�c center is represented by CERN (l'Organisation européenne pour la

recherche nucléaire) at Franco-Swiss borders near Geneva. This scienti�c center contains many
research devices connected to a number of cascading accelerators. The whole accelerating
complex including the CERN experiments are shown in Fig. (2.1)

The beginning of the acceleration process starts at a hydrogen bottle. The hydrogen atom
is a bound state of one proton and one electron. The hydrogen atoms are stripped of the
electrons at a thin stripping foil to produce the protons. These protons can be accelerated
now. There is linear accelerator Linac 2 to gain an energy of 50 MeV at the �rst accelerating
step. Further, it follows a cascade of the circular accelerators. The protons continue to
PSB (Proton Synchrotron Booster) to reach up an energy of 1.4 GeV. They are subsequently
injected to PS (Proton synchrotron) accelerator, where the energy of protons increase to
25 GeV. The last preacceleration before the LHC injection is done in SPS (Super Proton

Synchrotron) until the protons reach up 450 GeV of energy. Finally, the protons continue to
the LHC (Large Hadron Collidor).

The LHC represents more than 27 km long circular accelerator, which dominates to the
whole CERN complex. The proton injection to LHC is done using two beam pipes to provide
two accelerating proton beams parallel to each other. It provides particle beam head on
collisions at the interaction points, where four main experiments: ATLAS, CMS, LHCb and
ALICE are located.

There are two general-purpose detectors ATLAS (A Toroidal LHC ApparatuS ) and CMS
(Compact Muon Solenoid). Both of them were designed to be able to study various topics at
particle physic and also for �nding the Higgs boson, the last missing particle of the Standard
Model. The Higgs boson was discovered experimentally at both experiments in 2012. Further,
there is LHCb (Large Hadron Collider beauty) focused on the study of b-hadrons and study of
parity breaking phenomenon. The ALICE (A Large Ion Collider Experiment) was constructed
to study heavy-ion collisions and quark-gluon plasma.
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Figure 2.1: The CERN complex with all experimental devices and accelerators. Taken from
[19]

As it was mentioned above, there are two accelerating tubes with two accelerating beams
at the LHC. Both accelerating proton beams are able to gain 7 TeV, thus the LHC provides the
protons with central mass energy s up to 14 TeV. The LHC was also designed for acceleration
of Pb ions with energy 2.8 TeV per nucleon.

An acceleration of the charged particles is done by electric �eld in radiofrequency cavities.
The charge particle beams are also focused by super-conductive quadrupole magnets with
magnetic induction 8.33 T. The bending of the charge beam is done by dipole magnets along
the LHC ring. The applied magnets are cooled down to 1.9 K by liquid helium. The tube
covering the proton bunches is also �lled by ultra-high vacuum to avoid the proton scattering
and the following loss of the accelerated protons.

Since the proton dimension is quite small - of the order of 10−15 m, one-by-one collisions
would be very ine�cient, and therefore clouds of protons are collided instead. The proton
clouds are chopped and focused to so called bunches. There are approximately 2800 bunches
spaced along the 27 km long ring of LHC which is equivalent to a time separation between
bunches of 25 ns. Each bunch contains ∼ 1.15× 1011 protons. Collisions of these bunches lead
not only to a hard-scale scattering but also to additional scatterings with much softer scales.
Such interactions are called pile-up.

An information about the colliding particles as well as the frequency of their collisions
can be read from luminosity variable, main characteristic parameter of the accelerator. The
luminosity is a proportional factor between the number of interactions per unit time dwfi and
the cross section σ. High instantaneous luminosities (accompanied by high pile-up) provide
more data for a given period but at the same time, they also pose higher demands on the
trigger, data acquisition and collection, and the following data processing.

2.2 ATLAS detector

The ATLAS detector is a cylindrical general-purpose detector designed for an investigation of
various physic topics from the Higgs boson research to the extra dimensions and dark matter.
The overview of the ATLAS detector is shown in �g. 2.2.
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2.2.1 Inner detector

The inner detector ID is placed in the central part of the ATLAS detector. It represents a
combination of the high-resolution semiconductor pixel detector Pixel, semiconductor tracker
SCT, transition radiation tracker TRT. The geometrical concept of the ID consists of barrels
and two two end-cups around the beam pipe. The inner detector is also immersed in a
solenoidal magnet with magnetic induction 2 T. The magnetic �eld bends the trajectory
of the charge particles by Lorentz force, which helps the vertex reconstruction and electron
identi�cation. [22]

Figure 2.2: Schematic overview of the main parts of the ATLAS detector. Taken from [20].

2.2.2 Calorimeters

The calorimeters are constructed for a destructive energy measurement of the charge as well
as the neutral particles. The particles are destroyed in interactions with a dense material in
an absorber and the deposited energy is detected in an active material subsequently.

The calorimeters are located just behind the inner detector. There is high granularity
liquid-argon electromagnetic sampling calorimeter LAr at �rst. The LAr covers the range of
pseudorapidity ∣η∣ < 1.475. The electromagnetic calorimeters include lead as absorbers and
LAr as active material. Further, the scinatilator-tile hadronic calorimeter surrounds the LAr
with pseudorapidity (∣η∣ < 1.7). The scintilator-tile hadron calorimeter is separated into a large
barrel (∣η∣ < 1) and two smaller extended barrels (0.8 < ∣η∣ < 1.7). The hadronic calorimeters
use a steel at the absorber and scintilator as the active medium. The forward and backward
sites of cylinder are covered, too. There are a combination of LAr electromagnetic end-cup
EMEC (1.375 < ∣η∣ < 3.2), LAr hadronical end-cup HEC (1.5 < ∣η∣ < 3.2) and LAr forward
calorimeter FCal (3.1 < ∣η∣ < 4.9). [22]

2.2.3 Muon spectrometer

The next main part of the ATLAS detector is a muon spectrometer, which measures the high
penetrating muons with high transverse momenta. Such muons pass the inner detector and
calorimeter system without a capture. The muon spectrometer uses a magnetic de�ection of
muon trajectories in a magnetic �eld of large superconducting air-core toroidal magnet. The
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magnet system consists of two end-cup toroids and one barrel toroid placed symmetrically
around the beam axis. Each toroidal magnet is built from eight super-conductive coils. The
measurement is provided by four subdetectors. There is a combination of two detectors for a
measurement of the track coordinates: multi-wire proportional chamber called Cathod strip
Chamber CSC and Monitored Drift Tube and �nally two trigger subdetector: Resistive Plate
Chambers RPC and Thin gap Chambers TGC. [22]

2.2.4 Trigger system

An indispensable part of the ATLAS detector is also the data trigger system and data col-
lection system. Each event provides ∼ 3 MB of data in a data storage. The proton collisions
happen with a rate about 40 MHz at the interaction point, thus it is crucial to collect only
interesting events for future analyses. These interesting events are found by the data trig-
ger system. The ATLAS data trigger system was designed to have three levels: Level-1 L1,
Level-2 L2 and event �lter. At �rst, the L1 trigger takes into account the information from
the muon spectrometer and calorimeter systems. In the (η, φ)-coordinate system, regions of
interests (RoI) are de�ned which contain potentially interesting objects such as photons, jets,
τ−leptons with high pt or events with signi�cantly high missing transverse energy Emisst . The
L1 trigger reduces the event rate to ≈ 75 kHz during 2 µs. Further, the L2 trigger reads out
an available information from the RoI's, which amounts to ≈ 2 % of data in the whole event.
The RoI's are evaluated and the rate of potentially interesting events is reduced to roughly
3.5 kHz. Finally in the last level of the trigger system, a fast part of the o�ine analysis is
applied, so called event �lter which is able to reduce the rate down to 200 MHz. [22] [23] [24]
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Data analysis techniques

3.1 Theory of jets

The basic principles of QCD were described in chapter 1.2. Color-rich objects described by
QCD do not represent stable particles and they are hadronized. Thus quarks and gluons can
not be observed directly. However, it is possible to observe the colorless particles at the end
of hadronization. The colorless hadrons created in the process of hadronization of partons are
collimated and focused in one direction, so they go out as a spray of particles, the so called
jet, which can be detected in a detector and identi�ed with a quark or gluon.

3.1.1 Jet algorithms

Jets are found using the so called jet algorithms which can be classi�ed into two main cat-
egories. The �rst category is represented by the cone algorithms and the second one by the
clustering algorithms.

The basic idea of the cone algorithms is that it tries to surround a signi�cant �ow of par-
ticles by a cone with radius R. Whereas the clustering algorithm tries to combine particles
for �nding an original object which stays at the beginning of QCD branching. In more detail,
the clustering algorithms always combine two objects i, j retrospectively using an appropri-
ate recombination scheme. This recombination scheme is applied on all considered objects
repeatedly. The clustering algorithm is mostly based on the comparison of two distance vari-
ables denoted as dij and diB. The variable dij represents a mutual distance of two considered
clusters i and j, whereas diB describes a jet-beam distance with respect to the cluster i.

Currently the most common used clustering algorithms in the hadron-hadron colliders are
described by formula (3.1) using the common kinematic variables: transverse momentum pt,
rapidity y, azimuthal angle φ and a set of input parameters: jet radius R and parameter p,
which is explained below.

dmin = min(dij , diB) where diB = p2p
ti
, dij = min(p2p

ti
, p2p
tj
) ⋅

∆Rij

R
,

∆Rij =
√

(yi − yj)2 + (φi − φj)2

(3.1)

The parameter p determines a weight of the transverse momenta pt. The p parameter also
distinguishes di�erent methods for the particle assignment to a jet. Basically it is possible
to di�erentiate the kt algorithm (p = 1), anti-kt algorithm (p = −1) and Cambridge/Aachen
algorithm (p = 0) according to the value of p parameter.

The clustering itself is described by the following steps.

1.) determine the distance variables dij and diB of all clusters i and j

2.) determine min(dij , diB) of all clusters i and j

a.) if dij = min(dij , diB), then:
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I. cluster j is megred with cluster i

II. recalculate the cluster 4-momentum again according to the recombination
scheme

b.) else if diB = min(dij , diB), then:

I. denote object i as a jet

II. remove all merged particles (clusters) from the datalist

3.) repeat the procedure from point 1.) until the list of clusters is empty

Note here that the indices i and j correspond to di�erent clusters at each passage of the
clustering loop. Therefore all jets are found collectively at the same time, not one by one like
in the case of the cone algorithms. Moreover the clustering procedure is infra-red unsafe at
the moment. For example a well separated soft gluon radiation can create a soft gluon jet,
thus another input parameter is necessary for the clustering jet algorithms, namely a minimal
transverse momentum of the jet, pjettmin

.
Let us note that the clustering jet algorithms were designed to comply with the conditions

of collinear and infra-red safety. Those two properties are crucial for the comparison of exper-
imental results with theoretical calculations. The main disadvantage of the cone algorithms
is the collinear and infra-red unsafety. The original clustering algorithms are both collinear
and infra-red safe. The so called SIS Cone algorithm was developed to cope with the infra-red
and collinear unsafeties.

Let us further remark that the clustering loop works with any clusters in general, not only
with particles. The incoming objects for a clustering procedure can be for example tracks from
the inner detector, clusters or towers of the calorimeter for a data analysis. The MC particles
can be also considered for an analysis involving the MC generators. And interestingly, even
small-R jets can be used in the case of the re-clustering algorithm, as we will see later.

kt algorithm

Since the kt algorithm is described by p = 1, hence the kt algorithm clusters soft particles �rst
and hard particles at the end. It causes an irregular output in the detector space of rapidity
and azimuth angle (y, φ). By far most important properties of the anti-kt algorithm are the
infra-red and collinear safety, i.e. insensitivity to soft and collinear particles. The irregular
output may complicate a loading data from special types of detectors, similarly it can make
complications in an application of the nonperturbative corrections. Consequently it makes
the kt algorithm less suitable for experimental usage.[25]

Nevertheless, the kt algorithm is often used for pile-up subtraction methods, trimming
technique and �ltering procedure of soft particles. Such procedures will be described below.

Cambridge/Aachen algorithm

Cambridge/Aachen algorithm is characterized by p = 0, thus Cambrige/Aachen clustering
formulas are reduced to dij <

∆Rij

R and diB = 1. It modi�es the clustering condition as follows

∆Rij < R. (3.2)

Accordingly the Cambridge/Aachen algorithm does not consider the transverse momenta of
the clusters like kt or anti-kt algorithms, but it respects only their mutual distances. Therefore,
Cambridge/Aachen represents the basic algorithm of all category of the sequence clustering
algorithms.
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anti-kt algorithm

The p parameter is equal to −1 in the case of the anti-kt algorithm. Thus it leads to several
important properties. Firstly, hard particles are clustered �rst. Parameter p = −1 also relates
with a symmetrical output in a detector space coordinates (y × φ). Those facts including the
collinear and infra-red safety makes the anti-kt algorithm currently most widely used and the
safest algorithm. [26]

3.1.2 Trimming

Trimming technique is based on the application of the kt algorithm. This method requires
two input parameters: radius Rsub and fcut.

Let us consider an original jet with radius R at the beginning of the trimming procedure.
The original jet is re-clustered again using the kt algorithm during the trimming procedure.
The kt algorithm is applied for �nding the small soft sub-jets with a radius Rsub, where
Rsub < R. Since the kt algorithm merges soft particles �rst, sources of the soft particles can
be localized. If the pt fraction of the sub-jet is reasonably small with respect to the original
jet, smaller than fcut fraction, then the sub-jet is denoted as a source of soft particles, which
in�uences the original jet resolution negatively. So the soft sub-jet is removed from the original
jet. The trimming procedure is shown graphically in Fig. 3.1.

Consequently the condition for a subtraction of soft sub-jet from the original jet can be
described as follows:

psubti /pjett < fcut

where psubti denotes the transverse momentum of the i-th sub-jet with radius Rsub and the

variable pjett denotes the transverse momentum of the original R jet.
The trimming procedure is used to reduce pile-up and multiparton interactions without

changing hard components in the �nal state. Low-mass jets (mjet < 100 GeV) from a light-
quark or gluon lose typically 30 − 50% of their mass in the trimming procedure, while jets
containing the decay products of a boosted object lose less of their mass, with most of the
reduction due to the removal of pile-up or underlying event.[27]

Figure 3.1: Schema of the jet trimming procedure. Taken from [27]

3.2 Unfolding

The detector disposes with a limited resolution and limited detector acceptance. Consequently
those e�ects in�uence the measured physical distributions, thus advanced techniques for data
analysis are necessary. This section introduces the unfolding technique whose application
corrects for detector e�ects.

3.2.1 Motivation for the unfolding procedure

Let us assume the continuous measured function g(s) in an experiment. The g(s) function will
be called the reconstructed function at the detector level. However the reconstructed function
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g(s) is in�uenced by detector e�ects, thus it is di�erent from the f(t) function describing
the truth level. From a mathematical point of view, the relation between the reconstructed
function g(s) and the truth one f(t) is described by the following Fredholm integral equation
of the �rst kind.

g(s) = ∫ R(s, t)f(t)dt + b(s) (3.3)

where the R(s, t) function represents the kernel of the integral equation and it describes
the response function involving "smooth" e�ects of the detector. Further the b(s) function
corresponds to the background distribution, which provides a source of fake events. The fake
events correspond to di�erent physical processes with respect to the studied one. The method
for determination of the true physical function f(t) from the measured one g(s) is called the
unfolding.

Since eq. (3.3) is usually solved numerically, it is necessary to discretize the integral
equation. Let us recast the continuous measured function g(s) to an vector y⃗ with �nal set
of components. Let us assume an m-component vector y⃗ and similarly let us rewrite the
background function as an m-component vector b⃗. Further the continuous true function f(t)
can be discretized as an n-component vector x⃗. Thus the response function R(s, t) will be
represented by a m × n response matrix R. Consequently the Fredholm integral equation is
discterized to m linear equations as follows.

yi =
n

∑
j=1

Rijxj + bi (3.4)

Let us note that the vectors x⃗, y⃗ and b⃗ can be represented by histograms and similarly the
response matrix R by a two dimensional histogram. The response matrix R describes how the
truth level is connected with the detector level. Considering the perfect detector the response
matrix would be a unit matrix (in case of m = n). However the response matrix is neither
unit nor diagonal in general. Some events generated in the bin i could be reconstructed in
another bin j, i ≠ j. This phenomenon is called migration.

In order to distinguish smearing e�ects of the response matrix R, it is possible to express
the response matrix as a multiplication of e�ciency correction εeff , migration matrix M and
the inverse �ducial correction facc, the so called acceptance, as follows.

Rij =
1

f iacc
⋅Mij ⋅ ε

j
eff

The above mentioned smearing e�ects can be simulated. First the signal events are sim-
ulated by Monte Carlo generator involving Standard Model prediction. Such Monte Carlo
events provide the events at truth level T . Then a full detector simulation is applied to get
the events at so called reconstructed level R. The idea of simulation as well as the interpre-
tation of acceptance facc and e�ciency εeff corrections can be found in Fig. 3.2.

Using the results of simulation one can evaluate acceptance facc and e�ciency εeff cor-
rections.

f iacc =
R ∩ T

R
∣
bin i

=
number of events in bin i at reconstracted level passing the selection criteria at truth and reconstructed level

number of events in bin i passing selection criteria at reconstructed level

(3.5)

εjeff =
R ∩ T

T
∣
bin j

=
number of events in bin j at truth level passing the selection criteria at truth and reconstructed level

number of events in bin j passing selection criteria at truth level

(3.6)
Further, the smearing matrix elements can be estimated as

Mij =
number of events in both bin i at reconstructed level and bin j at truth level passing the selection criteria at truth and reconstructed level

number of events in bin j at the truth level passing selection criteria at reconstructed and truth levels

.

(3.7)
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Figure 3.2: Schema of the relation between the truth, reconstructed level and background.
The background is subtracted from data to reach a reconstructed distribution R, where all
events pass the selection criteria at reconstructed level. T represents truth level, where all
events pass the truth selection criteria. If some event pass both reconstructed and truth
selection criteria, then it is found in the intersection of both sets R ∩ T . The acceptance
correction is denoted here as fidCor and e�ciency correction as effCor. Both corrections
describe dependence between the intersection R ∩ T and individual sets of R or T . Taken
from [28]

Consequently the e�ciency εeff correction provides the probability that events which pass
the selection at truth level also pass the selection at reconstructed level. And similarly, the
acceptance facc describes the probability that a signal event which passes the selection at
reconstructed level also passes the selection at truth level. The matrix element Mij describes
the probability that an event generated and selected in the bin j at truth level is reconstructed
in the bin i at reconstructed level. [28]

3.2.2 The Bayesian theorem

Let us assume probability functions P (A), P (B) of some phenomena A and B and their
conditional probabilities P (A∣B) and P (B∣A). Then Bayesian theorem reads

P (A∣B) =
P (B∣A)P (A)

P (B)
. (3.8)

Using the so called law of total probability P (B) = ∑i P (B∣Ai)P (Ai) of the subset Ai, one
can recast the conditional probability P (A∣B) as follows.

P (A∣B) =
P (B∣A)P (A)

∑i P (B∣Ai)P (Ai)
(3.9)

The importance of the Bayesian theorem for the data analysis appears if one replaces A and
B by the hypothesis and data, thus

P (hypothesis∣data)∝ P (data∣hypothesis) × P (hypothesis). (3.10)

The expression P (hypothesis) is often called the prior probability and it represents our knowl-
edge about the truth of the hypothesis.

3.2.3 Bayesian iterative unfolding

The Bayesian iterative unfolding is the most used unfolding technique at the �eld of the
experimental particle physics. The method is based on the Bayesian theorem of the conditional
probability, which was introduced in the previous section.

Let us assume causes C and e�ects E with nC possible causes and nE possible e�ects. The
causes C correspond to the truth level distribution, whereas the e�ects E are connected with
the reconstructed level distribution. Both causes C and e�ects E are presented at R∩T as a
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intersection phase-space of reconstructed and truth level. The variables n(Cj), resp. n(Ei)
denote the number of events in the jth bin at truth level, resp. the ith bin at reconstructed
level.

The number of events n(Ej), which enter the migration matrix at the reconstructed level
can be evaluated from data distribution Di at the reconstructed level as follows.[28]

n(Ei) = (Di −Bi) ⋅ f
i
acc (3.11)

where Bi describes the number of events in the background distribution in the bin i and f iacc
the appropriate acceptance correction.

The number of events of causes n(Cj) coming from the migration matrix at the truth level
is proportional to truth distribution µj and the appropriate e�ciency correction εjeff .

n(Cj) = µj ⋅ ε
j
eff (3.12)

Considering the intersection phase-space, where all events passed both reconstructed and
truth level selection criteria, one can de�ne the total number of events Ntot and probabilities
p(Ei) and p(Cj).

Ntot ∶=

nE

∑
i=1

n(Ei) =
nC

∑
j=1

n(Cj) (3.13)

p(Ei) ∶=
n(Ei)

Ntot
(3.14)

p(Cj) ∶=
n(Cj)

Ntot
(3.15)

For the determination of p(Cj) the iterative approach can be used in the Bayesian theorem
as follows.

pn(Cj ∣Ei) =
p(Ei∣Cj) ⋅ pn−1(Cj)

∑
nC

k=1 p(Ei∣Ck) ⋅ pn−1(Ck)
, (3.16)

where p(Ei∣Cj) is a conditional probability, that we �nd the e�ect in the bin i if it is the
cause in the bin j. Such a probability is equal to the smearing matrix element Mij , which can
be simulated using the signal truth Monte Carlo sample and full detector simulation using
GEANT4 [49]. The index n represents the nth iteration. Further the prior distribution p0(Cj)
has to be chosen at the �rst iteration. A common choice of prior is Monte Carlo distribution:

p0(Cj) =
number of events bin j at truth level passing the selection criteria at truth and reconstructed levels

number of events passing the selection criteria at truth and reconstructed levels

. (3.17)

In the case of a higher iteration n + 1, the result of the previous one is used as a prior,
namely:

pn(Cj) =
nE

∑
i=1

pn(Cj ∣Ei) ⋅ p(Ei). (3.18)

In this study four iterations turned out to be optimal. The �nal result of unfolded distribution
µj is reached using eqs. 3.12, 3.15 and 3.18 as

µj = pn(Cj) ⋅Ntot ⋅
1

εjeff
(3.19)
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3.2.4 Fiducial cross section at the experiment

So far we have discussed distributions, however the analyses often aim at the so called �ducial
cross-section, the cross-section corresponding to a chosen kinematic region. The cross-section
can be obtained from the unfolded distribution at particle level and some proportional fac-
tor, which can be denoted as 1

LINT
. The introduced LINT variable is called the integrated

luminosity and it describes basically properties of the accelerator.
Considering the integrated luminosity LINT , one can evaluate the di�erential �ducial

cross-section dσfid

dXi for an observable X at ith bin as follows.

dσfid

dXi
=

1

LINT ⋅∆Xi
⋅ µi, (3.20)

where the unfolded distribution of events µi (including the acceptance facc and e�ciency εeff
corrections) at particle level is obtained using eq. 3.19 and ∆Xi is the bin width.

So, taking all together we get a �nal expression for the di�erential cross-section formula
at the �ducial phase-space.

dσfid

dXi
=

1

LINT ⋅∆Xi
⋅

1

εieff
⋅ (U[I])i. (3.21)

where the Bayesian unfolding procedure was denoted schematically as functional U[I], which
is obtained from the distribution I as data distribution D after the background subtraction
B and application of acceptance correction facc. Each ith bin of such I distribution is read
as follows:

Ii = f
i
acc (Di −Bi) . (3.22)

3.3 Jet and jet substructure variables

3.3.1 Jet mass

The jet algorithms try to reconstruct the original four-momenta of the parent particles staying
at the beginning of the QCD branching. Considering this idea and the conservation laws of
energy and three-momenta, it is natural to de�ne the jet mass mJ as follows.

mJ =

¿
Á
Á
ÁÀ(∑

k∈J
Ek)

2

− (∑
k∈J

p⃗k)

2

(3.23)

Here it is summed over all constituents k in the jet J . Consequently ∑k∈J Ek and ∑k∈J p⃗k
correspond to the total energy and three-momentum of the original parent particle before the
decay.

3.3.2 kt splitting scale

The kt splitting scale represents a variable describing the distance between two considered
proto-jets i and j. The kt clustering algorithm is used for the jet reconstruction, thus the
hardest constituents are combined at last. The splitting scale is de�ned as follows

√
dij = min(pti , ptj) ×∆Rij , (3.24)

where the pti and ptj correspond to the transverse momenta of the last ith and jth constituents
during the jet clustering. Further the ∆Rij variable denotes the mutual distance of two
considered proto-jets using the common variable: pseudorapidity η and azimuth angle φ, thus
∆Rij =

√
(ηi − ηj)2 + (φi − φj)2.

The last step of clustering leads to
√
d12 observable and similarly the

√
d23 can be reached

at the second-last step of the clustering. Those
√
d12 and

√
d23 quantities can be used to
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distinguish a heavy particle decay, which tends to be reasonably symmetric, when the decay
is to like-mass particles, from the largely asymmetric splittings that originate from a QCD

radiation in light quark or gluon jets.[27] It is expected that
√
d12 ≈

mparent
particle

2 for a heavy
parent particle decaying to two bodies, whereas the splitting scale

√
d12 for light quarks or

gluon reaches smaller values and falls steeply.

3.3.3 N-subjettiness τN

The N-subjettiness τN provides an information about the multiplicity of subjets in a consid-
ered jet, so it can be used to distinguish two-prong and three-prong jet produced from a heavy
particle decay.

First the jet is reconstructed by an arbitrary jet algorithm with the jet radius R. Further
N subjet candidates are identi�ed, forcing to return exactly N subjets.[37]. It can be done
using for example the exlusive kt clustering algorithm. The τN can be evaluated subsequently
via eq. 3.25 with those N subjet candidates.

τN =
1

d0
∑
k

ptk ×min (∆R1k ,∆R2k , . . .∆RNk
) , where d0 =∑

k

ptk ⋅R (3.25)

Here the index k runs over all constituents of the jet. The ptk in eq. (3.25) corresponds to
the transverse momenta of the constituent k. ∆Rik is a distance between the axis of subjet
i and the constituent k. The distance ∆Rik is again described in the (y × φ) space as well as
the jet radius R.[27, 37]

It is observed that the τN represents a positive and decreasing function of N subjet
candidates, thus

0 <
τN
τN−1

< 1. (3.26)

3.3.4 Top tagging

The top-tagging represents a procedure, which provides an information, whether a jet can
be identi�ed with the top quark. The current top-tagging algorithm is based on a jet mass
estimation around the invariant mass of top quark and a τ32 variable, which will be introduced
below.

As it was discussed previously quarks and qluons are not observed directly but as jets.
Therefore a question may arise how to distinguish a quark jet from a gluon one. Here the
N-subjettiness τN may help.

It is known that the top quark provides three quarks in the �nale state. Those three
quarks are observed as three jets. On the other hand the gluon splits into two quarks or
two quark jets. Then, one can consider the fractions τ3 and τ2, which still satisfy eq. (3.26).
Consequently, the τ32 variable de�ned as a simple fraction

τ32 =
τ3

τ2
(3.27)

can evaluate the probability, that a jet involves three rather than two subjets. In other words
τ32 gives the provability that the jet can be identi�ed with a quark jet.

This thesis uses a standard top-tagging in the ATLAS collaboration making use of both
discussed criteria, namely

∣mjet −mtop∣ < 50 GeV ,where mtop = 172.5 GeV (3.28)

τ32 > 0.5. (3.29)
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3.3.5 B-tagging

The identi�cation of a jet which originate from heavy �avour quarks, represents a necessary
procedure for a data analysis at the high-energy particle physics. Considering the b-jet iden-
ti�cation then we are talking about the so called b-tagging, which becomes necessary for the
top quark data analysis.

The b-tagging is based on a set of variables, which are able to discriminate between
di�erent jet �avours. The variables re�ect the characteristic properties of b-hadrons such
as the relatively high mass (≈ 5 GeV with respect to the decay products), speci�c decay
multiplicity (≈ 5 charge tracks per decay) and a mean lifetime or the impact parameter.

There are three di�erent b-tagging algorithms at the ATLAS experiment: Impact param-
eter based algorithm, Inclusive secondary vertex reconstruction algorithm and Decay chain

multi-vertex reconstruction algorithm, which provide a complementary information. The in-
formation from all these algorithms is combined in a multivariable MVA discriminant.[34]

Due to a long lifetime of b-hadrons, tracks originated from b-hadron decay products tend
to have large impact parameters. Such observation is a baseline for impact parameter based
algorithm. The inclusive secondary vertex reconstruction algorithm tries to reconstruct a
single secondary vertex per jet using a list of tracks inside the cone. The last mentioned
algorithm tries to reconstruct a weak decay chain of a b-hadron produced at the primary
vertex which subsequently decays to a charm hadron, which produces a tertiary vertex �nally.
The algorithm identi�es the b-hadron �ight path using an assumption that the tertiary vertex
of charm hadron lies along the same �ight path.[35]

Considering the MVA discriminant a jet is classi�ed as the b-jet if the MVA value is
greater than a certain threshold. An example of such MVA discriminant is a MV2c10, which
was also applied in the tt̄ pair analysis with rejection factors for charm quarks and light jets
as 12 and 380, respectively, and the b-tag e�ciency of 77 %.[36]

3.4 Background estimation for tt̄ production

As we described in the previous section, background has to be subtracted from the data before
the unfolding procedure is used. In general, the background can be estimated using the MC
simulation or the real data.

The analysis of all-hadronic tt̄ events have to consider the background sources arising
from non all-hadronic processes, single top-quark production, associated production of tt̄ pair
W /Z/H boson. All these processes can be evaluated using the MC simulations. Details can
be found in 4.1.3. An example of data driven technique will be demonstrated on multijet
background, which becomes the most dominant in the analysis of the tt̄ pairs in full-hadronic
events.

3.4.1 Multijet background estimation

Thanks to its relatively sizable cross section and non-zero top tagging ine�ciency, we have to
study in detail the contribution of the multi-jet background where one of u, d, c, s, b quarks or
gluon can be misidenti�ed as a top-jet candidate.

It was shown that Monte-Carlo predictions of multijet events su�er from large uncertainties
coming from the relatively poorly understood higher-order contributions that produce a pair
of massive jets.[36, 38, 39] Consequently a data driven technique has to be used. The applied
data driven method is called ABCD method and it will be described below.

Basic concept of ABCD method in 4 regions

The ABCD method is based on the data categorization according to two uncorrelated vari-
ables. Considering two statistically independent variables i and j, which reach up two discrete
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values e.g. i, j ∈ {0,1}, the data can be classi�ed into four regions, denoted as A,B,C and D.
This example is also shown in Tab. (3.1).

j = 0 j = 1

i = 0 A B
i = 1 C D

Table 3.1: The four regions of the ABCD method as a toy example for multijet background
estimation. The given data are classi�ed into four A,B,C,D regions according to two inde-
pendent variables i, j. The region D describes the signal region.

Since the variables i and j are independent, the total number of events in the signal
region D can be evaluated as a fraction of the total number of events in the remaining regions
A,B,C.

D = B ⋅
C

A

Since we are mostly interested in a di�erential distribution of x variable, let us extend
the previous model to histograms. Let us assume that the variable x disposes with the same
shape in all regions. In other words the parameters i, j do not in�uence the shape of the x
distribution. Let us note the number of events in the bin k of appropriate histograms as A[k],
B[k], C[k] and D[k]. Then it is possible to estimate a di�erential distribution of the variable
x in a signal region D as follows.

D[k] = B[k] ⋅
C[k]

A[k]
(3.30)

3.4.2 ABCD method in 16 regions

This subsection explains an extended ABCD method to 16 region, which was developed for
the analysis of tt̄ full-hadronic decay events. Here i, j parameters introduced in the previous
section represent the leading and subleading jets. Considering the top-tagging and b-matching
of those large-R jets as a discrete parameters of the leading and sub-leading large-R jets, a
table similar to Tab. 3.1 can be constructed for the following multijet background calculus.

The b-matching of large-R is based on the angular distance condition

∆R(b-jet, large-R jet) < 1.0.

In other words the considered large-R = 1.0 jet includes at least one b-jet.
Each region from A to O in Tab. (3.2) is associated with a number of multi-jet events

with an appropriate top-tagging and b-matching of two highest-pt large-R jets. An expected
number of multijet background events Nmultijet in each region from A to O is evaluated as
follows.

Nmultijet = Ndata −NsignalMC
− ∑
i∈bgMC

Ni (3.31)

Here Ndata denotes the reconstructed number of events in data. Further NsignalMC
represents

a number of Monte Carlo signal events. And �nally the background events of all relevant
processes, which are predicted by Monte Carlo simulations, are denoted as ∑i∈bgMC Ni.

Using the ABCD method, the multijet distribution Nmultijet can be estimated as a simple
fraction S = J×O

A , however it was shown that the top-tagging and b-matching variables are
not entirely independent, thus corrections were introduced involving a dependence on the
other regions.[36] Further it was shown that the blue regions K,L,M,N in Tab. (3.2) contain
too much of the signal and propagate high systematic uncertainties.[36] Thus blue regions
K,L,M,N have not been used for the �nal multi-jet background estimation, and white ones
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1t1b J K L S
0t1b B D H N
1t0b E F G M
0t0b A C I O

0t0b 1t0b 0t1b 1t1b
1st large-R jet

Table 3.2: The events are classi�ed by assigning discrete parameters to the leading and
subleading jet in a given event after the top-tagging and b-matching is �nished. So for
example 1t1b of the leading jet means it is top-tagged and contains at least one b-tagged jet,
while 0t1b means the jet contains at least one b-tagged jet. Identically for the subleading jet.
The blue regions K,L,M and N contain too much signal and therefore they are not used in
the �nal ABCD method formula.

were used as it is denoted in Tab. (3.2). The �nal formula for the multi-jet background
estimation in the bin k of an appropriate distribution in the signal region S then reads:

Sk =
Jk ×Ok
Ak

⋅
Dk ×Ak
Bk ×Ck

⋅
Gk ×Ak
Ek × Ik

⋅
Fk ×Ak
Ek ×Ck

⋅
Hk ×Ak
Bk × Ik

=
Jk ×Ok ×Hk × Fk ×Dk ×Gk ×A

3
k

(Bk ×Ek ×Ck × Ik)2

(3.32)
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Chapter 4

Measurement of all-hadronic tt̄
di�erential cross section

In this chapter we will describe the measurement of the di�erential cross-section of highly
boosted tt̄ pairs as a function of various kinematic observables. The analysis was performed
on the complete data sets collected by the ATLAS detector at

√
s = 13 TeV of pp collisions

in years 2015 and 2016 with the integrated luminosity 36.1 fb−1. Similar measurements have
been performed previously at lower energies and lower luminosities by ATLAS [36] [42] [43]
[44] [45] and CMS [46] [47] experiments at central mass energy

√
s = 7 TeV and

√
s = 8 TeV

in pp collisions.
The presented analysis is based on the framework developed by the working group at the

ATLAS experiment called: Di�erential ttbar cross-sections at 13 TeV all-hadronic boosted

group. The main goal of the thesis is to investigate the properties of re-clustered top quark
jets to see whether they provide a better estimation of systematic uncertainties using the
framework of the working group speci�ed above. The motivation for such an analysis is
supported by previous studies of re-clustered jets [30] and the study of close-by e�ects of
Large-R jets in [40], [41].

4.1 Event selection

The boosted topology is considered primarily because it provides well separated and well
de�ned objects. Collision energies reached at LHC attain such values, that the momentum
transfer of interacting partons in both protons acquire high values. In such cases top quark
pairs may be produced. Most of time, the two high-pt top quark jets move in opposite
directions to each other. Thanks to the high value of transverse momentum both jets are
signi�cantly in�uenced by Lorentz boost. That means that usually instead of six jets, two
jets with large radii (typically R ≥ 1.0) are observed, each containing all top quark decay
products.

The boosted topology approach in events with all-hadronic top quark jets is based on
requiring at least two high-pt large-R jets and no leptons. The two large-R jets are then
tested, whether they can be identi�ed with the top-jet candidates.

4.1.1 Data selection criteria

The individual pre-selection criteria are shown in Tab. 4.1. Since, we are interested in the
boosted topology, only high pt-jet triggers are considered. Each event has to have a primary
vertex reconstructed from �ve or more associated tracks. Further we require no high-pt leptons
to reject tt̄ pair events arising from the leptonic and semileptonic decays. The large-R jets are
found using anti-kt algorithm with radius R = 1.0. Those large-R jets are also trimmed using
Rsub = 0.2 and fcut = 0.05 for suppression of QCD radiation and mitigation of pileup-e�ects.
Description of the trimming procedure is described in section 3.1.2. In addition, since jets

41



42CHAPTER 4. MEASUREMENTOF ALL-HADRONIC T T̄ DIFFERENTIAL CROSS SECTION

cut Event pre-selection

hadronic trigger HLT_j360_a10r_L1J100 or HLT_j420_a10r_L1J100
primary vertex ≥ 5 tracks with pt > 0.4 GeV
no isolated leptons muons: pt > 25 GeV, ∣η∣ < 2.5

electrons: pt > 25 GeV
0 < ∣η∣ < 1.37 or 1.52 < ∣η∣ < 2.47

anti-kt R = 1.0 jets ≥ 2 jets with pt > 350 GeV, ∣η∣ < 2.0
≥ 1 jets with pt > 500 GeV, |η∣ < 2.0

anti-kt R = 0.4 jets ≥ 2 jets with pt > 25 GeV, ∣η∣ < 2.5

Table 4.1: Pre-selection criteria.

corresponding to b-quarks are a part of the boosted topology, we reconstructed small-R jets
using anti-kt algorithm with R = 0.4 and require at least one of them to be b-tagged. The cut
on pseuropadity ∣η∣ ensures that top-quark jets as well as the b-tagged jets are reconstructed
in a central detector. Finally the pt of large-R jets is tested, we require at least two anti-kt
large-R jets with pt > 350 GeV and at least one of them to have pt > 500 GeV. Then the two
jets with highest pt are identi�ed with the top-jet candidates using criteria summarised in
Tab. 4.2.

Further, each top-jet candidate has to contain at least one b-jet, which is veri�ed by the
condition on angular separation ∆R(large R jet, b-jet) < 1.0. However, the small-R anti-kt
jets have to be tested �rst, whether they can be identi�ed as b-jets. The b-jet criteria are
summarized in Tab. 4.3, where the most important part is denoted as b-tagging, which is
described brie�y in section 3.3.5.

cut notation requirement

pt pt > 250 GeV
η ∣η∣ < 2.0

mass m > 50 GeV
b-matching ∆R(large R jet, b-jet) < 1.0

top-tagging ∣mJet −mtop∣ < 50 GeV
τ32 > 0.5

Table 4.2: Identi�cation criteria for top-jet
candidates.

cut notation requirement

b-tagging with e�ciency > 0.77 %
pt pt > 25 GeV
η ∣η∣ < 2.5

Table 4.3: Identi�cation criteria for a b-
tagged anti-kt R = 0.4 jet for �nding the
b-jet candidates.

The two top-jet candidates with highest pt (denoted as leading and subleading jet) then
form the so called signal region. The rest of the events is utilized for an estimate of the
multijet background using the data driven technique. Finally, the tt̄ system is de�ned as a
sum of momenta of four-vectors of leading and subleading top-jet candidates.

4.1.2 Particle level de�nition

The particle level is de�ned by the following set of requirements. All those criteria were
required on Monte Carlo events.

� at least 2 anti-kt large-R = 1.0 jets with pt > 350 GeV

� at least 1 anti-kt large-R = 1.0 jet with pt > 500 GeV

� at least 2 anti-kt small-R = 0.4 jets with pt > 25 GeV

� mass of both leading large-R = 1.0 jets to be within 50 GeV of top quark mass

� both leading anti-kt large-R to have a b-hadron in the �nal state (using ghost-matching
technique)



4.1. EVENT SELECTION 43

� no electrons or muons with pt > 25 GeV

4.1.3 Data modelling and the background estimation

The ATLAS data have been processed and compared with theoretical predictions of Monte
Carlo simulations, which are summarized here.

Signal samples

The signal sample of tt̄ pair production was generated by NLO QCD generator POWHEG
together with an interface of the hadronization model and parton showering of PYTHIA8.
Such a combination of Monte Carlo generators is called POWHEG+PYTHIA.

Background estimation

The multijet background comes from events, where large-R jet coming from gluon g or
u, d, s, c, b quark were misidenti�ed as top-jet candidates. This background was �rst eval-
uated by Monte Carlo, but signi�cant di�erences between various Monte Carlo generators
were observed, which caused large systematic uncertainties. For example, QCD dijet sam-
ples POWHEG+PYTHIA predict less than half of amount in comparison with PYTHIA 8. A
large discrepancy of dijet events suggests that the MC samples are inaccurately normalized.[50]
Consequently, a data driven technique was developed for the multijet background estimation
called the 16 regions ABCD method, which is described in section 3.4.1.

Let us summarize here all relevant background processes for all-hadronic tt̄ decay chan-
nel, and techniques used to estimate them. The backgrounds are ordered according to the
signi�cance.

� multijet background: 16 regions ABCD method

� non all-hadnonical processes: POWHEG+PYTHIA8

� single top production: POWHEG+PYTHIA6

� associated production of tt̄ with W ±, Z0 and H boson: aMC@NLO+PYTHIA8

All listed processes except the multijet background were simulated by Monte Carlo generators
whose names are speci�ed in the list.

The weakly decaying top quark gives a b quark and W boson, which decay subsequently.
The W boson may provide also a lepton and an appropriate neutrino, not only the wanted
quarks. Thus, the leptonic and semileptonic processes represent another background of all-
hadronic tt̄ pair production. Such processes are classi�ed together as non all-hadronical
processes in the analysis. The non all-hadronic tt̄ processes have become the second largest
background. The tt̄ non all-hadronic processes were simulated by POWHEG generator to-
gether with an interface of the hadronization model and parton showering of PYTHIAv6.425.
The non all-hadnonic background contributes by ∼ 4% to the signal region.

Another considered background source comes from the single top-quark production in
the Wt channel. The single top production was simulated similarly as the non all-hadnonic
processes by the combination of POWHEG+PYTHIA6 Monte Carlo generators.

The �nal relevant background source represents an associated production of the tt̄ pair
with W ± boson, Z0 boson or H boson. Such events were simulated by aMC@NLO Monte
Carlo generator coupled with a shower and hadronization model of PYTHIA8. The same
set of PDF as at the tt̄ samples was used. The cross-sections for those processes tt̄ +W ± ,
tt̄ + Z and tt̄ +H were computed by MadGraph5_aMCNLO MC generator as follows: 0.603
pb, 0.586 pb and 0.231 pb.[36] Consequently, the cross section of the associated production
tt̄ +W /Z/H is less than one percent of the tt̄ signal region.
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Full detector simulation

Events in the Monte Carlo samples were simulated using a full detector simulation via
GEANT4[49] and scaled to the integrated luminosity of the measured data Llumiint = 36.1 fb−1.

4.2 Systematic uncertainties

The total systematic uncertainty of measurement consists of various components, which can
be classi�ed in three categories according to their origin such as Monte Carlo modelling,
background estimation and object reconstruction and calibration.

4.2.1 Object reconstruction and calibration

The object reconstruction and calibration uncertainty is dominated by the jet energy scale,
which is derived using a combination of simulations, test beam data and in situ measurements
[53] [54] [55] [56] [36]. The jet �avour composition, calorimeter response to di�erent jet �avours
as well as pile-up are considered. Uncertainties in the jet energy resolution are estimated using
the in situ measurement of the jet response asymmetry in dijet events.[57] The associated
systematic uncertainties with b-jets are computed as in [58] [59] [60] [61]. The list of large-R
jet systematics uncertainties can be found in [36].

4.2.2 Signal modelling uncertainties

The modelling uncertainties arise from the following sources: parton-shower models, hadroniza-
tion models, inital and �nal state radiation and matrix elements calculations.

The uncertainty arising from parton-shower and hadronization models are based on Powheg+Herwig7
generators using the same PDF set as the nominal Powheg+Pythia8 sample.

The uncertainty connected with the initial and �nal state radiation (ISR/IFR) is based on
two samples Powheg+Pythia8. Considered samples increase or decrease the amount of ISR
and FSR by a certain amount compared to the original signal Monte Carlo sample.

The uncertainty of matrix-element calculation was simulated with by MadGraph5_aMC@
NLO generator interfaced to Pythia8. The MC@NLO+Pythia8 sample su�ers from a known
mismodelling in several observables (such as pt of tt̄ system ptt̄t or azimuthal angle between
both leading and subleading top-jets candidates ∆φ).[36]

4.2.3 Propagation of systematic uncertainties

The covariant matrices are evaluated using the so called pseudo-experiments, which combine
both statistical and experimental systematic uncertainties including their correlations and cor-
relations introduced by the unfolding procedure.[36] Detail description of pseudo-experiments
can be found in Appendix J in [62].

4.3 Detector level plots

Let us now discuss the detector level distribution of all-hadronic tt̄ pair decay. All presented
plots are connected with the signal region, where both leading and subleading large-R = 1.0
anti-kt jets were classi�ed as top jet candidates. The �rst distributions can be seen in Fig.
4.1, where the multiplicity of jets are shown as main objects in the analysis. In Figs. 4.1(b)
and 4.1(c), multiplicities of b-jets and large-R = 1.0 jets, respectively, are shown. It can be
seen that an MC overestimates the data in all spectra of Fig. 4.1. Such an observation can
be found also in the other experiments. This trend governs the whole analysis and it causes
an overestimation of predicted di�erential cross section with respect to the data. In detail,
2015+2016 ATLAS data provides 3537±59 tt̄ pair all-hadronic events. This is approximately
20 % less than it was predicted (using the combination of data driven technique and MC
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Figure 4.1: The jet multiplicity at detector level in the signal region: narrow R = 0.4 anti-kt
jets 4.1(a), anti-kt R = 0.4 b-jets 4.1(b), large-R = 1.0 anti-kt jets 4.1(c). The data contain-
ing the background are shown by black points. The theoretical signal prediction of the tt̄
pair in all-hadronic decay is provided by POWHEG+PYTHIA. Color histograms represent
predictions of background contributions while white histogram shows the sum of signal and
background. The statistical uncertainty is shown by dark grey bands and the combination
of statistical and detector systematic uncertainty is displayed by the light gray bands. The
numbers of events normalized to the luminosity in data are shown in square brackets in the
legend.

simulations). The prediction provides 4322± 35 events. The mentioned uncertainties of event
yields are only statistical.

Let us continue with mass distributions, which can be found in Fig. 4.2. The mass
distributions of leading and subleading large-R jets provide an expected mass peak around
the top quark mass mtop = 172.5 GeV as it can be seen in Fig. 4.2(a) and Fig. 4.2(b).

Further the mass spectrum of the 3rd leading large-R jet is shown in Fig. 4.2(c). The 3rd
leading large-R jet mass falls down without any suggestions of peaks or resonances predicted
by Breight-Wigner distribution. It supports a fact that the 3rd leading large-R can not
originate from the top quark but from another parent particle, probably from a gluon. This
explanation is supported by the spectrum of kt splitting scale

√
d12 variable in Fig. 4.3(c).

The massive decaying particles cause a symmetric shape of kt splitting scale
√
d12 around

the half value of invariant mass of the parent particle. Exactly this dependence is seen for
the leading and subleading Large-R jets in Fig. 4.3(a) and Fig. 4.3(b), while the 3rd leading
large-R jet disposes with steeply falling and asymmetric distribution in Fig. 4.3(c) presumed
to come from jets corresponding to light quarks or gluon.

In addition, there are also mass distributions of �rst subjets in those large-R jets (see Figs.
4.2(d) and 4.2(e)). The subjets are parametrised as small-R = 0.4 anti-kt jets. Namely there
are �rst subjet in the leading large-R jet and �rst small-R subjet in the subleading large-R
jet. The term �rst subjet means the subjet with the highest pt in whole jet. The provided
mass distribution of the �rst subjet in leading and subleading large-R jets shows an obvious
mass peak ofW boson around the mass mW ≈ 80 GeV. Although there is also a visible second
peak at low mass scale around 25 GeV, the peak was not identi�ed unambiguously. It may
be a resonance, however this peak is still predicted by the MC simulation. Consequently, we
make a conclusion that the peak is created arti�cially due the event selection criteria in the
analysis.
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Figure 4.2: The jet mass at detector level in the signal region: leading large-R jet 4.2(a),
subleading large-R jet 4.2(b) and 3rd leading large-R jet 4.2(c), �rst small-R subjet in lead-
ing large-R jet 4.2(d) and �rst small-R subjet in subleading large-R jet 4.2(e). The data
containing the background are shown by black points. The theoretical signal prediction of the
tt̄ pair in all-hadronic decay is provided by POWHEG+PYTHIA. Color histograms represent
predictions of background contributions while white histogram shows the sum of signal and
background. The statistical uncertainty is shown by dark grey bands and the combination
of statistical and detector systematic uncertainty is displayed by the light gray bands. The
numbers of events normalized to the luminosity in data are shown in square brackets in the
legend.
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Figure 4.3: The jet splitting scale
√
d12 at detector level in the signal region for: leading

large-R jet 4.3(a), subleading large-R jet 4.3(b) and 3rd leading large-R jet 4.3(c). The data
containing the background are shown by black points. The theoretical signal prediction of the
tt̄ pair in all-hadronic decay is provided by POWHEG+PYTHIA. Color histograms represent
predictions of background contributions while white histogram shows the sum of signal and
background. The statistical uncertainty is shown by dark grey bands and the combination
of statistical and detector systematic uncertainty is displayed by the light gray bands. The
numbers of events normalized to the luminosity in data are shown in square brackets in the
legend.

4.4 Analysis of re-clustered jets

The application of re-clustered jets for data analysis forms the main part of the thesis. The
section describes an implementation of re-clustering procedure into the ttbar analysis frame-
work and it provides a description of an analogical analysis simultaneously, as it was discussed
above, to investigate changes in the systematic uncertainties.

This section introduces a notation original for objects of interest involved in the original
tt̄ pair analysis, which was described in previous sections. The large-R jets in the previous
analysis are called the original large-R jets to distinguish re-clustered large-R jets arising from
the re-clustering procedure. The set of small-R jets remains the same for both analyses.

4.4.1 The re-clustering

The original small-R = 0.4 anti-kt jets are used for the re-clustering �rst. The small-R jets were
clustered again using the anti-kt algorithm and jet radius R = 1.0 was used to construct new
re-clustered large-R jets. The anti-kt clustering algorithm was implemented using FASTJET

package [63]. The re-clustering method was implemented following the ATLAS note [30].
Since systematic uncertainties of jets with R = 0.4 are usually smaller than those for R =

1.0, one believes that they will also be smaller for re-clustered jets, since they are propagated
during the re-clustering procedure, as well as calibrations. Such new re-clustered large-R jets
are tested subsequently in a similar way as it was described in section 4.1. However, it was
necessary to implement a few changes in the event selection as will be explained below.

4.4.2 The selection criteria modi�cations

All objects for the data analysis are taken from samples, which do not provide full information
about the events. For example, tracks, vertices and constituent particles are not present. Thus
the variables re�ecting an inner structure of jets can not be calculated exactly. An example of
such variables is a ratio of N-subjetiness: τ32 variable, which is necessary for the top-tagging.
In other words, the top-tagger is not performed with re-clustered jets. Thus τ32, τ21 variables
as well as the top-tagging informations have to be inherited from the original large-R jets.
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If a new re-clustered large-R jet can be matched with the original large-R jet according to
a quite small angular separation ∆R < 0.25, then the values of τ32, τ21 variables and top-
tagging information of the original large-R jet are inherited by re-clustered large-R jet. Such
modi�cations may cause a bias and a modi�cation of the �ducial phase space evidently.

The comparison of data cut �ows can be found in Fig. 4.4 for both analyses involving the
original and re-clustered large-R jets. Only most important selection criteria are shown in Fig.
4.4. Last four bins in the data cut �ows are identi�ed with the top-tagging requirements of
leading and sub-leading large-R jets. The top-tagging arti�cial variable t reaches two possible
values true or false: t ∈ {0,1}. The �rst two characters are connected with leading large-R jet,
whereas third and fourth characters belong to the subleading large-R jet. So, 1t1t denotes
the signal region, where both leading and subleading jets are top-tagged.

We observe that the re-clustering increases the event yield in the signal region by 27 %.
The reason of such increase is rather di�cult to �nd mainly because of the possible bias
mentioned above. The unbiased approach would be to identify top-jet candidates using a
top-tagger based directly on re-clustered jets. Some explanations may be given by taking into
account the following:

� the phase space may have changed due to modi�ed selection criteria as explained above

� the e�ciency of the trimming procedure and pile-up subtraction for re-clustered jets has
not yet been studied to see if it stays similar as for the original jets

� as it will be shown later, the re-clustering decreases the mean pt of jets and make the
pt spectrum narrower

� the energy, pt and mass of a re-clustered jets is calculated using information about whole
small-R jets, not from their constituents, which means that in principle this small-R
jets lie outside the R = 1.0 distance from the re-clustered jet

� jet structure variable τ32, τ21 used in the top tagger are calculated from the original
large-R jets
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Figure 4.4: Data cut �ow for the all-hadronical tt̄ pair analysis: for the original analysis 4.4(a)
and the analysis of re-clustered large-R jets 4.4(b).
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An increase of event yields is documented in detail in Tabs. 4.4 and 4.5. The tables
compare the event yields in data and prediction, which consists of the tt̄ all-hadronic signal
and all relevant background sources for both original and re-clustered large-R jets.

data/sample yield ± err.
tt̄ All hadronic 3251 ± 16
tt̄ non-All hadronic 204 ± 12
Wt single top 23 ± 3
tt̄ + H/W/Z 33 ± 1
Multijet events 809 ± 28
Prediction 4322 ± 35
data (36.1 fb−1) 3537 ± 59

Table 4.4: Event yields with statistical uncer-
tainties for original large-R jets.

data/sample yield ± err.
tt̄ All hadronic 3632 ± 17
tt̄ non-All hadronic 223 ± 13
Wt single top 28 ± 3
tt̄ + H/W/Z 34 ± 1
Multijet events 1011 ± 24
Prediction 4928 ± 32
data (36.1 fb−1) 4632 ± 68

Table 4.5: Event yields with statistical uncer-
tainties for re-clustered large-R jets.

4.4.3 Comparison of plots at detector level

This section deals with a comparison of kinematic distributions at detector level between the
original and the re-clustered large-R jets. All shown spectra represent the results in the signal
region of tt̄ all-hadronic channel.

A very useful information on the e�ect of re-clustering procedure is brought by comparing
mass spectra of the leading (Figs 4.5(a) and 4.5(b)) and subleading Large-R jets (Fig. 4.5(c)
and 4.5(d)) at detector level. The prediction of tt̄ signal and all relevant backgrounds are
summed together into one stack. The same variable, now for individual contributions of the
data, signal and multijet background are shown in Fig. 4.6(a) for leading and 4.6(b) for
subleading jets.

From Figs.4.5 we conclude that re-clustered jets show a better agreement between the
data and prediction. The MC predictions are found to agree with data within the ranges of
total uncertainties at the measured mass range. Re-clustered jets provide a more stable ratio
of the data with respect to the prediction meaning that no holes or excessive de�ections from
unity are observed in the ratio plots in the case of re-clustered jets. In addition the mass
peak became narrower for re-clustered jets. The re-clustered jets also provide less multijet
background at the lower edge of the mass spectra.

An increase of statistic in data and signal can also be seen in Fig 4.6. In addition, the
mass peak of re-clustered jets moves to higher values consistently. Namely the mean mass
of re-clustered jets moves about +10 GeV in data and +5 GeV in signal in case of leading
large-R jet. In similar way the subleading re-clustered large-R jet mass distribution moved
by +5 GeV for both data and signal.

The comparison of detector pt spectra can be found in Figs. 4.7 4.8 for leading as well
as subleading large-R top-jet candidates. A detail comparison of data, signal and multijet
backgound distributions shows Figs. 4.8(a) and 4.8(b), where it can be seen, that the re-
clustered jet provides higher yield of events at low pt range, whereas the event yields became
lower at higher pt range in comparison with original large-R jets. Further, the re-clustered
jets provide a narrower and higher "peak" in pt specta of subleading top-jet candidate in Fig.
4.8(b).

The rapidity distributions are show in Figs. 4.9 4.10. Here, again a better agreement
between the data and prediction have been reached. In addition, an increased statistic of
data can be seen in ratio plots in Figs. 4.10(a) 4.10(b).
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Figure 4.5: The comparison of jet mass spectra of the original (a) and re-clustered (b) leading
large-R jets at detector level in the signal region. Similarly for the subleading large-R jets,
the original jets are shown in (c), the re-clustered in (d).

4.4.4 Comparison at particle level

This section discusses a comparison of original and re-clustered jets at particle level. The
main purpose of the section is to check that the unfolding procedure is under control also for
the re-clustered jets. The Bayesian iterative unfolding with four iterations was applied on the
data after the background subtraction.

The rapidity of the tt̄ system and pt of leading top-quark jet (leading top-jet candidate in a
signal region) were chosen as two illustrative candidates for the comparison. The comparison
of smearing matrices and correction factors of acceptance and e�ciency can be found in
Figs. 4.11 and 4.12 for both observables. The smearing matrices of re-clustered jets become
slightly more diagonal. It causes less migration of events between neighbouring bins. The
comparison of acceptance and e�ciency is shown for the nominal sample Powheg+Pythia8.
Both corrections factors are a little bit lower for re-clustered jets in general.

The unfolded data are shown in Figs. 4.13 and 4.14, where di�erential cross section as a
function of ∣ytt̄∣ and pt,1t can be found. Re-clustered jets provide a better agreement between
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Figure 4.6: A detailed comparison of jet mass spectra of the original and re-cluster large-R jets
for leading large-R jet 4.6(a) and subleading large-R jet 4.6(b) for data, signal and multijet
background.

data and all considered predictions including the nominal prediction of Powheg+Pythia8.
Similarly, better agreement was observed also for other observables, which are not published
here. Considering the ratio plot of ∣ytt̄∣ in �g. 4.13(a), the original large-R jets predictions
gave higher cross sections with respect data, while this trend has vanished for re-clustered
jets in Fig. 4.13(b).

4.4.5 Comparison of systematic uncertainties at particle level

This section deals with the comparison of systematic uncertainties, which are considered in
the di�erential cross sections at particle level. The systematic uncertainties were shortly
described in section 4.2. The most signi�cant uncertainties were collected into the following
seven groups:

� Large-R jet energy scale and Tagging
(JES + TopTagging)

� Flavour tagging

� Hard scattering

� Parton shower

� MC stat. uncertainties

� Stat. uncertainties

� Total uncertainties

The other uncertainties amount to less than 1 % and they are not listed here. Although
they are considered in the evaluation of the Total uncertainty.

The comparison of relative uncertainties associated with di�erential cross section at par-
ticle level (in Figs. 4.13 and 4.14) as a function of the rapidity of the tt̄ system and leading
top-quark pt can be found in Figs. 4.15 and 4.16. Figs. 4.15(c) and 4.16(c) show ratios of
relative JES+Top Tagging and total uncertainties of re-clustered to original jets since the
JES+Top Tagging uncertainty is the dominant source.

The steps in Fig. 4.16(c) in Total uncertainty are caused by �uctuation of Hard scattering
because of low statistics and improper modelling of some variables as it was mentioned in
section 4.2. If we omit the contribution of Hard scattering, then we see approximately 15−20 %
improvement of Total and JES+Top tagging systematic, which is almost independent o� tt̄
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Figure 4.7: The comparison of jet pt spectra of the original (a) and re-clustered (b) leading
large-R jets at detector level in the signal region. Similarly for the subleading large-R jets,
the original jets are shown in (c), the re-clustered in (d).

system rapidity ∣y∣tt̄ as well as pt of leading top-quark jet pt,1t . Other ratios of Total and
Large-R jets systematic continue in Figs. 4.17, and 4.18. The results provide a consistent
global improvement not only for presented variables but also for the other observables such
as pt, y of random top quark, which is introduced because one is not able to distinguish top
quark from anti-top quark presently in the data.

1χtt̄ variable is de�ned as follows: χtt̄
= e2∣y⋆ ∣, where y⋆ is a rapidity of tt̄ system in central mass frame, so

y⋆ = 1
2
(yt,1 − yt,2)
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Figure 4.8: A detailed comparison of jet pt spectra of the original and re-cluster large-R jets
for leading large-R jet 4.8(a) and subleading large-R jet 4.8(b) for data, signal and multijet
background.
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Figure 4.9: The comparison of jet rapidity spectra of the original (a) and re-clustered (b)
leading large-R jets at detector level in the signal region. Similarly for the subleading large-R
jets, the original jets are shown in (c), the re-clustered in (d).
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Figure 4.10: A detailed comparison of jet rapidity spectra of the original and re-cluster large-
R jets for leading large-R jet 4.10(a) and subleading large-R jet 4.10(b) for data, signal and
multijet background.
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Figure 4.11: A comparison of unfolding procedure of the original and re-cluster large-R jets
for variable: pt of leading top-quark jet pt,1t . The smearing matrix of the original analysis
is shown in 4.11(a) and its acceptance and e�ciency corrections in 4.11(c) to be compared
with smearing matrix of re-clustered jets in 4.11(b) and corresponding acceptance, e�ciency
corrections in 4.11(d). The acceptance and e�ciency corrections are derived from the nominal
sample of Powheg+Pythia8.
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Figure 4.12: A comparison of unfolding procedure of the original and re-cluster large-R jets
for variable: rapidity of the tt̄ system ∣ytt̄∣. The smearing matrix of the original analysis
is shown in 4.12(a) and its acceptance and e�ciency corrections in 4.12(c) to be compared
with smearing matrix of re-clustered jets in 4.12(b) and corresponding acceptance, e�ciency
corrections in 4.12(d). The acceptance and e�ciency corrections are derived from the nominal
sample of Powheg+Pythia8.
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Figure 4.13: A comparison of di�erential cross section as a function of the tt̄ system rapidity
for original 4.13(a) and re-cluster large-R jets 4.13(b) at particle level. Data are shown by
black points and compared with red line of nominal prediction of Powheg+Pythia8 and other
Monte Carlo predictions, namely: blue line of MadGraph_aMC@NLO+Pythia8 (modi�ca-
tion of Matrix element), green line of Powheg+Herwig7 (modi�cation of parton shower and
hadronisation models), pink and brown lines of Powheg+Pythia8 (modi�cation of �nal state
radiation).
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Figure 4.14: A comparison of di�erential cross section as a function of the leading top-
quark pt for original 4.14(a) and re-cluster large-R jets 4.14(b) at particle level. Data are
shown by black points and compared with red line of nominal prediction of Powheg+Pythia8
and other Monte Carlo predictions, namely: blue line of MadGraph_aMC@NLO+Pythia8
(modi�cation of Matrix element), green line of Powheg+Herwig7 (modi�cation of parton
shower and hadronisation models), pink and brown lines of Powheg+Pythia8 (modi�cation
of �nal state radiation).
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Figure 4.15: A comparison of relative systematic uncertainties for the tt̄ system rapidity of
the original 4.15(a), re-cluster large-R jets 4.15(b) and ratio of re-clustered to original large-R
jets for the Total Uncertainty and JES+TopTagging uncertainty 4.15(c).
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Figure 4.16: A comparison of relative systematic uncertainties for the leading top-quark pt of
the original 4.16(a), re-cluster large-R jets 4.16(b) and ratio of re-clustered to original large-R
jets for the Total Uncertainty and JES+TopTagging uncertainty 4.16(c).
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Figure 4.17: Relative Total and relative JES+TopTagging uncertainty ratios of re-clustered
and original large-R jets for subleading top-quark pt 4.17(a).
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Figure 4.18: Relative Total and relative JES+TopTagging uncertainty ratios of re-clustered
and original large-R jets for: azimuthal angle between both leading and subleading top-quark
4.18(a), χtt̄ variable 4.18(b) de�ned in the text1.
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Chapter 5

Z′ sample analysis

The tt̄ pair can originate also as a decay product of the hypothetical Z ′ boson, a particle
predicted by an extend electroweak symmetry theory beyond the Standard Model. The Z ′

boson is classi�ed as a spin-1 boson with neutral electric charge just like the Z bosons in
the original electroweak theory of Standard Model. The Z ′ boson appears in many scenarios
beyond Standard Model such as superstring-inspired models, grand uni�ed models or models
involving extra dimensions, all uni�ed into one term: New Physics (NP). [65] [64]

The study is based on the framework used in the working group Di�erential ttbar cross-

sections at 13 TeV all-hadronic boosted group and described in the previous chapter. Since
the existence of the Z ′ boson can emerge from new terms of the Standard Model interaction
Lagrangian, new Monte Carlo samples of events were generated based only on these new
terms. We have studied 14 di�erent mass points, ranging from 400 to 5000 GeV. However
we are showing only results for four of them, which are most relevant for the current study:
1500, 2000, 2250 and 2750 GeV. The reason is that LHC data set lower mass thresholds as
follows:

� τ+τ− channel at 8 TeV data: 2.0 TeV

� e±τ∓ and µ±τ∓ channel at 8 TeV data: 2.2 TeV

� tt̄ channel at 8 TeV data: 2 − 2.5 TeV

� jj channel at 13 TeV data: 1.5 TeV

Thus we have decided to focus on Monte Carlo samples with predicted mZ′ ≥ 1.5 TeV. The
region above mZ′ = 3000 GeV is not studied because of the �ducial region of the current
analysis ends around masses of 3000 GeV.

All prepared comparisons are done using the re-clustered large-R = 1.0 jets, which are
identi�ed with the top quarks as it was described in chapter 4. The presented distributions
are shown at detector level.

Figs. 5.1, 5.2 and 5.3 show absolute cross sections as functions of mass, rapidity and pt of
the tt̄ system in a linear and logarithmic scales.

The comparison of the uncorrected data with predictions of models including New Physics
is done in the following way. Since the NP terms are extra terms in the SM Lagrangian, we
sum the existing Powheg+Pythia8 signal sample with the new NP samples generated by
Pythia8 at a given mass point. This sum is then compared with the data. The background
predictions stay the same as in the previous analysis.

Again, the mass, pt and rapidity of the tt̄ system are chosen for this comparative study
in Figs.5.4, 5.5 and 5.6. From this comparison we conclude that the sum of SM and NP
prediction does not give a better description of the data hence a signal of New Physics is not
observed for the tt̄ �nal state decaying fully hadronically in the studied kinematic region of
1 − 3 TeV.
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Figure 5.1: PYTHIA 8 predictions of absolute spectra of the mass of the tt̄ system, mtt̄, for
12 of 14 generated mZ′ mass points in linear scale (a) and logarithmic scale (b).
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Figure 5.2: PYTHIA 8 predictions of absolute spectra of the pt of the tt̄ system, ptt̄t , for 12 of
14 generated mZ′ mass points in linear scale (a) and logarithmic scale (b).
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Figure 5.3: PYTHIA 8 predictions of absolute spectra of the rapidity of the tt̄ system, ∣ytt̄∣,
for 12 of 14 generated mZ′ mass points in linear scale (a) and logarithmic scale (b).
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Figure 5.4: Comparison of tt̄ mass distributions including a contribution of hypothetical Z ′

boson with generated mass : mZ′ = 1500 GeV (top-left), mZ′ = 2000 GeV (top-right), mZ′ =

2250 GeV (bottom-left), mZ′ = 2750 GeV (bottom-right). All distributions were performed
using re-clustered jets and they show spectra at detector level in the signal region of tt̄ all
hadronic channel. The individual Z ′ sample is added on top of Standard Model predictions.
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Figure 5.5: Comparison of tt̄ rapidity distributions including a contribution of hypothetical Z ′

boson with generated mass : mZ′ = 1500 GeV (top-left), mZ′ = 2000 GeV (top-right), mZ′ =

2250 GeV (bottom-left), mZ′ = 2750 GeV (bottom-right). All distributions were performed
using re-clustered jets and they show spectra at detector level in the signal region of tt̄ all
hadronic channel. The individual Z ′ sample is added on top of Standard Model predictions.
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Figure 5.6: Comparison of tt̄ transverse momenta distributions including a contribution of
hypothetical Z ′ boson with generated mass : mZ′ = 1500 GeV (top-left), mZ′ = 2000 GeV
(top-right), mZ′ = 2250 GeV (bottom-left), mZ′ = 2750 GeV (bottom-right). All distributions
were performed using re-clustered jets and they show spectra at detector level in the signal
region of tt̄ all hadronic channel. The individual Z ′ sample is added on top of Standard Model
predictions.



Chapter 6

Summary

The master thesis deals with properties of the top quark and brie�y describes the measurement
of the tt̄ pair production in the so called all-hadronic decay channel at 13 TeV in proton-proton
collisions using data collected by the ATLAS experiment at LHC. The measurement is based
on the boosted topology when all decay products of the tt̄ system can be collected by only
two jets with large radii R.

A short theory introduction regarding the top quark was given and also the experimental
procedure of the measurement of top quarks decaying fully hadronically was brie�y described.
Considering the all-hadronic channel, the top quark can not be measured directly but it can
be identi�ed using its decay products, quarks, which hadronize subsequently to form the jets.
Thus the jets physics becomes essential for the tt̄ all-hadronic decay channel. The jets and jet
substructure techniques were also discussed together with necessary experimental techniques
such as Bayesian unfolding and multijet background estimation.

The thesis brie�y describes the tt̄ pair analysis, which is based on the framework developed
by the working group at the ATLAS experiment called: Di�erential ttbar cross-sections at 13
TeV all-hadronic boosted group. The results published in the note [36] have been reproduced
using the ATLAS data from years 2015 and 2016. Then new approach of jet construction,
the so called jet re-clustering, was implemented to existing framework to investigate the re-
clustered jets and their properties in the tt̄ events. The re-clustering method of reconstructing
jets with large radii (R ∼ 1.0) is based on clustering jets with small radii (R ∼ 0.4) by
anti-kt algorithm. Since the existing framework does not provide full information about
the events, and since the top-tagger is not based on re-clustered jets, some modi�cations of
selection criteria had to be done. After performing the whole analysis chain including the event
selection, unfolding using smearing matrices and various background estimate techniques, we
conclude the following. First the re-clustered jets improve the agreement between the data
and prediction. Second the re-clustered jets improve the total systematic uncertainty as well
as its dominant part, called jet energy scale, by about 10−20 % in all studied variables which
are leading and sub-leading jet pt, rapidity of the tt̄ system as well as the azimuthal angle
between the leading and sub-leading jets.

We have also studied the prediction of Pythia8 Monte Carlo generator with an imple-
mented signal of New Physics, the Z ′ boson, embedded as a new term in the SM Lagrangian
and which can also decay to the tt̄ system. By comparing predictions for 14 mass points in
the range 0.4 − 5.0 TeV with data at detector level and in the all-hadronic decay mode, we
conclude that none of the relevant mass points in the 1 − 3 TeV mass region studied in this
thesis improves a description based on predictions by Standard Model only.
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