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Abstract:
In proton-proton collisions, quasi-real photons emitted by colliding protons can interact
and produce various final states. These photon interactions provide a unique opportunity
to test the Standard Model in a clean channel. The first measurement of exclusive WW
production at

√
s = 13 TeV is performed using 33.3 fb−1 of data collected with the ATLAS

detector. A fiducial cross-section in the eµ final state is found to be σExcl.,fid.
γγ→W+W−→e±µ∓ =

3.9± 1.2 (stat)± 0.4 (syst) fb and is compared with the Standard Model prediction based
on Equivalent Photon Approximation. Theoretical calculations of the photon-induced pro-
cesses must include absorptive effects in order to describe data. These effects, described
by a survival factor, are measured in µ+µ− final state at 13 TeV using 3.2 fb−1 collected
in 2015. The measured cross-section is σexcl. fid.

γγ→µ+µ− = 3.22 ± 0.07 (stat) ± 0.10 (syst) pb,

giving a survival factor Sexcl
γγ→µµ = 0.883± 0.020 (stat).
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Abstrakt:
V proton-protonových koliźıch jsou emitovány kvazi-reálné fotony a jejich interakce může
produkovat r̊uzné finálńı stavy. Tyto fotonové interakce poskytuj́ı unikátńı př́ıležitost k
testováńı Standartńıho Modelu v čistém kanále. Prvńı měřeńı exkluzivńı produkce WW
pro
√
s = 13 TeV je provedeno pomoćı 33.3 fb−1 dat nasb́ıraných detektorem ATLAS.

Účinný pr̊uřez finálńıho stavu eµ je σExcl.,fid.
γγ→W+W−→e±µ∓ = 3.9 ± 1.2 (stat) ± 0.4 (syst) fb

a je porovnán s předpověd́ı Standardńıho modelu založenou na Ekvivalentńı Fotonové
Aproximaci. Aby popisoval data muśı teoretický výpočet fotononem indukovaných pro-
ces̊u zahrnovat absorbčńı efekty. Tyto efekty, popsané faktorem přežit́ı, byly měřeny ve
finálńım stavu µ+µ− pro 13 TeV s použit́ım 3.2 fb−1 nasb́ıraných v roce 2015. Naměřený
účinný pr̊uřez je σexcl. fid.

γγ→µ+µ− = 3.22 ± 0.07 (stat) ± 0.10 (syst) pb a dává faktor přežit́ı

Sexcl
pT,ll

= 0.883± 0.020 (stat).

Kĺıčová slova: ekluzivńı photonem-indukové procesy, produkce dilepton̊u, produkce dibo-
son̊u, ATLAS experiment
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Introduction

Photons and their interactions are important part of our everyday lives. We encounter
them in many forms, including the visible light or the electromagnetic interaction. On
energy scales we most commonly experience, orders of MeV and lower, photons interact
only with charged particles. Whether it is the photoelectric effect or pair production, an
interaction with another photon is not present. Nevertheless, when we move to higher
energies, as e.g. at the LHC at CERN, we can observe such processes. It is of course not a
direct interaction since photons do not carry an electric charge, but it is instead mediated
by a charged propagator. One example of such process is shown in Figure 1, where the
propagator is a lepton and two leptons of the same flavour can be observed in the final
state.

Figure 1: Feynman diagram of exclusive dilepton production.

However, the LHC does not collide high-energy photons, but protons. Due to rel-
ativistic contractions, the interacting protons have a significantly deformed electromag-
netic field. The transverse component of such field can be interpreted as a quasi-real
photon - a photon with a low value of virtuality Q2 = |P 2

γ |. A theory describing collisions
of such photons is called Equivalent Photon Approximation (EPA) and it allows us to
study photon-induced processes in collisions of protons. Due to their lower cross-section
in comparison to strong processes, they are often obscured by a significant background
and carefully thought-out selection has to be implemented.

Another complication is that the pure QED cross-section of photon-induced processes
is reduced due to additional interactions between the colliding protons. This is not to say
that the cross-section predicted by the Standard Model is wrong, but that exclusive (purely
QED) production is lower due to these accompanying strong processes. The difference
between the theoretical σEPA and the measured cross-section σmeasured is quantified by a
survival factor S :

σmeasured = S · σEPA. (1)

Measurement of the survival factor is usually performed as a part of analysis of photon-

16



17

induced dilepton production. It has the biggest yield from the diphoton processes aside
from production of two quarks. Dilepton production also contains only two particles in
the final state, unlike the diquark channel where hadronization and other QCD processes
lead to large particle multiplicity. It is therefore easier to identify and it also has a precise
theoretical prediction within the QED. For these reasons it is the ideal channel to study
the survival factor and hence serves as a standard candle of the photon physics at the
LHC.

Studies of this factor was done at 7 TeV with both ATLAS and CMS experiment and
they will be summarized later. This measurement was repeated at 13 TeV and will be
also briefly introduced, with emphasis on my contribution to the analysis. Aside from new
energies, a dependency of the factor on several kinematic variables can be studied due to
larger data statistics.

With survival factor at our disposal, one can have a look into another processes. One
of them is a production of two W bosons, which still has sufficient yield to be properly
measured and therefore can be used as a test of the Standard Model. On the other hand,
due to presence of the quartic vertex (see Figure 2) it is also a measurement sensitive
to presence of an anomalous coupling and as such can be used as a probe of the beyond
Standard Model (BSM) physics. An anomalous coupling can be also studied in a triple
gauge coupling, which also contributes to the diboson production, but there are another
non-exclusive processes more sensitive to it.

Figure 2: Feynman diagram of exclusiveWW production in quartic gauge coupling channel
in proton-proton collision.

In comparison to the pure dilepton production, measurement of the diboson final state
has a significantly lower yield. Analysis done with the ATLAS detector at 8 TeV observed
only around 23 events, compared to thousands of exclusive dilepton events. Thanks to
several factors, which will be discussed later, yield at 13 TeV is improved. It will eventually
lead to stricter limins on new BSM processes. In this thesis, the preliminary result of the
exclusive WW SM cross-section is presented. The full analysis chain has been completed,
which is important milestone towards publication of the results.



Chapter 1

Theoretical overview

1.1 The Standard model

The Standard Model of physics is a modern theory describing forces and particles found
in nature. It describes three of the four fundamental forces - strong, weak and electro-
magnetic. Only the gravitational force is not implemented; however, this deficiency does
not concern us since gravity has negligible effect on the physics at the LHC.

The Standard Model represents our best understanding of physics of the elementary
particles, but it is known to be incomplete. For example, it does not explain the phenomena
of neutrino mass or the dark matter. There are many theories trying to explain those
problems, e.g. Supersymmetry, but none of those have been experimentally confirmed.

1.1.1 Particles of the Standard model

The elementary particles of the Standard Model are divided between fermions with a half-
integer spin and bosons with an integer spin. The elementary fermions are further split
into two groups - quarks and leptons [1]:

Quarks are particles which build-up hadrons, e.g. protons and neutrons. They are
divided into three generations and have charge either +2/3 (up, strange and top quarks)
or -1/3 (down, charm and beauty quarks), with corresponding antiparticle partners. The
up and down quarks are the lightest and are generally stable, unlike the heavier quarks
which decay through the weak interaction. Quarks are the only elementary particles which
interact through all three forces.

Leptons also have three generations, each consisting of a charged and massive particle
(electron e, muon µ and tauon τ) and its corresponding neutrino, which is neutral and in
Standard Model assumed to be massless1. The former interacts through the weak and the
electromagnetic interaction while the latter only through the weak one. Again, only the
lightest electron (me = 511 keV) is stable, while the two heavier leptons (mµ = 106 MeV
and mτ = 1777 MeV) decay.

The elementary gauge bosons are carriers of the three forces:

Photon carries the electromagnetic force. It has no mass, spin 1 and does not have a
charge. Those properties result in a long-range effect of the force.

Gluons are responsible for the strong interaction. They carry the colour charge and
can therefore self-interact. They are also massless, but due to the self-interaction the force

1The Standard Model is known to be incomplete. Presence of neutrino oscillations provides a strong
evidence for massive neutrinos. Their mass, which is currently known to be smaller then ≈ eV, is of no
consequence to this analysis.

18



1.1. THE STANDARD MODEL 19

Figure 1.1: Particles of the Standard Model, divided based on their categories and type
of force they interact through. Taken from [4].

is short-ranged.

Weak bosons are divided between one charged boson W+ with its corresponding
anti-particle W− and one neutral boson Z. They carry the weak force and unlike the
photons or gluons, they are massive. With mW = 80.4 GeV and mZ = 91.2 GeV they are
one of the heaviest elementary particles, leading to a short range of the weak force.

Finally, the Higgs boson is a particle responsible for the mass of elementary particles.
It interacts with all massive particles, where in the Standard Model this excludes only
neutrinos, gluons and photons.

All the elementary particles are summarized in Figure 1.1.

1.1.2 Quantum electrodynamics

Quantum electrodynamics (QED) is a quantum field theory of electromagnetic interaction.
It has an infinite range and is propagated by a massless photon. The interaction of particles
via QED can be derived using Lagrangian:

LQED = Ψ̄(iγµ∂µ −m)Ψ− 1

4
qeΨ̄γ

µΨAµ −
1

4
FµνFµν ,

where Ψ and Aµ describe fields of fermion and photon. The first term is a kinematic term
of a free 1/2-spin particle, the second term describes an interaction of a fermion with a
photon and the last term is a free electromagnetic field, with Fµν = ∂µAν − ∂νAµ. It is
important to note that there is no self interaction between photons in the QED.

A strength of an interaction is connected with a value of a coupling constant α. In
processes we experience in everyday life, the constant has value αem = e2/4π = 1/137.
Although it is called a constant, its value depends on the scale of the given process. The
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Figure 1.2: Comparison of predicted dependence of QED coupling constant on scale −Q2

and data acquired by LEP. Taken from [5].

dependence on virtuality2 Q2 is following:

αem(Q2) =
αem(me)

1−∆αem(Q2)
≈ αem(me)

1− αem(me)
3π log(Q

2

m2
e
)

in the first order of a perturbation theory. It diverges for Q2 → ∞. The dependence
is caused by a sea of virtual particles (primarily electron-positron pairs) surrounding the
charged particle, effectively screening its charge. Higher the transferred momentum, the
closer to the charge we are and smaller the screening is.

The scale dependence of the Quantum Electrodynamics was tested for example on the
LEP experiment at CERN. The theory and data show an excellent agreement [5]. The
results are in Figure 1.2.

1.1.3 Electroweak theory

The weak force is the weakest of the forces of the Standard Model. It is also the only
force concerning all the elementary particles. It was first introduced as an explanation of
β decay by E. Fermi, but soon it was found it had a more significant role. The original
Fermi Lagrangian had the following form:

LF = Gf Ψ̄eΨνΨ̄pΨn,

where Ψe,Ψν ,Ψp,Ψn are electron, neutrino, proton and neutron fields. Original Fermi
theory was later expanded with parity violation and additional interactions. However,
due to unitarity violation the theory was non-renormalizable and another approach was
needed.

Instead of direct interaction of the particles in the β decay, a vector boson was intro-
duced as a propagating particle. Later, it was found that the weak interaction could be

2Virtuality is an absolute value of four-momentum P of particle squared: Q2 = |P 2|. More off-shell this
value is, more virtual given particle is. It can be either time-like virtuality for P 2 > m2 ≈ 0 or space-like
for P 2 < m2 ≈ 0.
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united with the electromagnetic force in an electroweak theory. It is known as Glashow-
Salam-Weinberg model with SU(2)⊗ U(1) local symmetry3.

The theory works with one boson triplet W (1),W (2),W (3) and one iso-scalar boson
Bµ. Photon A and new neutral boson Z are connected with wave-functions of the original
fields through Weinberg angle ΘW :

Z = W (3) cos ΘW −B sin ΘW , A = W (3) cos ΘW +B sin ΘW ,

while charged bosons W are linear combinations of the W (1),W (2):

W+ =
W (1) − iW (2)

√
2

,W− =
W (1) + iW (2)

√
2

.

The Weinberg angle also connects the mass of Z and W bosons: M2
Z = M2

W / cos2 ΘW .
In the original theory the Lagrangian does not have mass term for the weak bosons,

otherwise the theory would violate the local symmetry. Also, it violates the unitary e.g. in
WW scattering. By a process of spontaneous symmetry breaking through a scalar Higgs
boson the triplet of bosons gains mass. The theory is still renormalizable and additional
interactions with the Higgs boson cancel remaining divergences when boson momenta go
to infinity. Higgs discovery came in 2012, around 50 years after its prediction, marking a
huge success of the Standard Model and the LHC [7, 8].

1.1.4 Quantum Chromodynamics

The final piece of the Standard Model puzzle is the Quantum Chromodynamics (QCD).
Its origins are connected to the force binding nucleons in nuclei, but as was the case with
the other forces, it had proven to be much more complicated.

The Quantum Chromodynamics describes interactions between quarks and gluons -
particles carrying colour charge. That can be compared to electromagnetic charge, with
the main difference being that instead of simply having a positive and a negative charge,
the QCD has red and anti-red (RR̄), green and anti-green (GḠ), and blue and anti-blue
(BB̄) charges. The QCD is built on SU(3) group symmetry with three generators, each
connected to one of the colours.

Gluons, the propagators of the strong force, carry a combination of colour and anti-
colour (e.g. BḠ), where the combinations can be described by an octuplet. This leads to,
in contrast to the QED, a self-interaction and thus to drastically different properties of
the force.

The main difference between QCD and QED is connected to the running constant of
the strong interaction αs, where its value rises with decreasing value of Q2, as can be seen
in Figure 1.3. This means coloured objects are strongly attracted at higher distances.
For this reason, the coloured particles are confined in a colour singlet and on macroscopic
scales colour cannot be observed. This property of the strong force is called confinement.

On the other hand, at higher energies the force is minimal and the particles move as
if they were free, hence this behaviour is called asymptotic freedom.

1.2 Photon-photon interactions

There are many processes allowed by the Standard Model. One category of processes,
studied in this thesis, is photon-induced production - a photon-photon interaction giving

3SU(2): Unitary 2x2 matrices with determinant equal to 1, U(1) Unitary 1x1 matrices.
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Figure 1.3: Dependence of coupling constant of the strong interaction αs on Q2. Taken
from [6].

various final states. They are often purely QED or Electroweak processes, which is useful
when studying e.g. anomalies in Electroweak coupling mentioned later. The primary goal
of their measurement is however Standard Model confirmation. This is important since
most of those processes were either never measured, or were first measured rather recently
at the LHC.

A possibility of diphoton interactions was proposed in 1934 in a paper by L. D. Landau
and E. M. Lifschitz [9]. It described production of an electron-positron pair in photon-
photon interactions. The proper theory, however, came much later with the QED and
with the Electroweak theory.

Diphoton processes have never been observed in a direct collision of two photons,
but they can be measured in collisions of ultra-relativistic charged particles. This will be
discussed in more detail in the next chapter. Processes studied at the LHC are summarized
in following sections:

1.2.1 Dilepton production

Dilepton production, in case of an electron final state called Breit-Wheeler pair production,
is the most common of the photon-induced processes. The Feynman diagram was already
presented in Figure 1. In the lowest order of the perturbation theory the cross-section of
dilepton production takes form [11]:

σγγ→l
+l− =

4πα2

s

1 +
4m2

l

s
−

8m4
l

s2
2 ln

( √
s

2ml
+

√
s

4m2
l

− 1

)
−
(

1 +
4m2

l

s

)√
1−

4m2
l

s

 ,
where ml is mass of the lepton (electron, muon or tauon). The

√
s is the mass of the γγ

system and thanks to the exclusivity it is equal to invariant mass of the lepton pair, which
will be denoted mll (variable which will be often used). The minimal energy of the system
is
√
s ≥ 2ml.

It was found [12], that the production of electron-positron pairs from two photons is
responsible for cut-off in high energy gamma rays in cosmic rays. The absorption reaches
maximum around photon energy 1 TeV. The production also appears in production of
electron pairs in gamma ray bursts [13].
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1.2.2 W+W− production

The exclusive diphoton production of two weak bosons can happen in three channels (see
Figure 1.4), two containing triple gauge coupling and one with quartic gauge coupling.

Figure 1.4: Leading channels of the photon-induced W+W− production. Taken from [14].

Those processes can be used to study anomalous quadratic gauge coupling (aQGC) and
anomalous triple gauge coupling (aTGC) and thus they could be used for investigation of
physics beyond the Standard Model. However, until today only aQGC was studied using
exclusive WW production, since there are other channels more sensitive to the aTGC.

Using approach described e.g in article [15], one can describe the lowest order of new
physics by an introduction of two new coupling parameters α0/Λ

2, α0/Λ
2, where Λ is a

scale of new physics.
The unpolarized Standard Model cross-section (again in the Born approximation) is

[16]:

σγγ→W+W− =
6πα2

s

[
β − 4

M2
2

s

(
1−

2M2
W

s

)
log

(
1 + β

1− β

)
+

(
1

3
+
M4
W

s2

)
16β

1− β2

]
,

where MW is mass of the W boson and β is a velocity of the W in the center-of-mass
system. As was the case for the dilepton production, there is a cut-off at 2mW for the
invariant mass of the dilepton system. For high invariant mass of the diphoton system the
cross-section becomes constant

σγγ→W+W− → 8πα2

M2
W

≈ 80pb,

and it is a dominant exclusive process at high energies due to the t-channel. Corrections
to the first order of perturbation theory are presented in the paper [16].

Analysis of this process is complicated, since the weak bosons quickly decay into ad-
ditional particles. It is usually measured in a final state containing two leptons.

1.2.3 Light-by-light scattering

Perhaps the most counter-intuitive process is the scattering of a photon off another photon.
Since photons do not carry charge and therefore cannot interact directly, this process is
only possible through a charged particle propagator. The leading diagram of the γγ
scattering is a fermion box diagram, displayed in Figure 1.5.

This process had not been observed until very recent measurement by ATLAS. Still,
there were limits put on the cross-section. E.g. for 0.8 eV photons it is σγγ→γγ <1.5·10−24

b. For this energy region the predicted cross-section is 7.3 · 10−42 b [17, 18], so the result
is still in an agreement with Standard Model.
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Figure 1.5: Feynman diagram of photon-photon scattering.

Measurement of this process was done with the ATLAS detector in collisions of lead
nuclei at

√
s=5.02 TeV. Though it was not yet published, its current state is summarized

in conference note [19]. Although the precision of the analysis is low due to low statistic,
the measurement shows an agreement with the Standard Model.

1.2.4 Direct γγ → e+e− measurement

Even though there have been many studies of photon-induced processes, there is no mea-
surement of a direct diphoton interaction from collisions of photons. Since the diphoton
cross-section increases with an energy, such measurement of direct photon collision would
require a high-energy high-intensity photon sources - something not available for a long
time. However, in recent years two propositions for such analysis appeared, one combining
high energy photons interacting with black body radiation [20] and second for collision of
two laser beams [21].

There is, however, an alternative to a direct measurement. As was mentioned in the in-
troduction, relativistic charge particles are accompanied by a field of photons. Interactions
of photons can be therefore studied in collisions of such charged particles.



Chapter 2

Photon-induced production in
collisions of charged particles

It is technically difficult to realize a photon collider with sufficient energies and intensities
to study a photon-photon interaction. However, collisions of charged particles offer a way
to study such processes.

For electron collisions, detailed description was first done by C. F. v. Weizäcker and J.
Williams [22, 23]. Even though the cross-section of those processes is rather low (mainly
due to the presence of numerous photon vertices), it becomes comparable to a cross-section
of single photon processes at higher energy [10]. For hadron beams the situation is not so
simple since they have a complicated sub-structure, but it is still a powerful tool for an
investigation of photon-photon processes.

2.1 The Equivalent Photon Approximation

Due to the relativistic contractions, ultra-relativistic particles have deformed electromag-
netic field. Such field can be interpreted as quasi-real photons1 (this concept is displayed
in Figure 2.1). When the particles - whether it is a proton or a nucleus - move past each
other, the photon fields can interact while at the same time leaving the colliding particles
intact. Those processes are more significant for heavy nuclei, since the intensity of the
fields (and therefore of the equivalent photons) is proportional to the charge of the particle.

An interpretation of the transverse field as photons is called Equivalent photon ap-
proximation, a method first proposed by E. Fermi [25] and further developed by C. F. v.
Weizäcker and J. Williams [22, 23]. Given a cross-section of some photon-induced process,
e.g. dilepton production σγγ→l+l−(ml+l−), a total cross-section of such process in collision
of two protons A1, A2 can be written as [29]:

σEPAA1A2→A1A2l+l−
=

∫ ∫
P (x1)P (x2)σγγ→l+l−(ml+l−)dx1dx2,

where xi are fractions of energy of the proton carried by the photons, P are photon
distributions given by the EPA and ml+l− is an invariant mass of the dilepton (and at the
same time of the diphoton) system. The mass is connected to the x1, x2 by simple formula
m2
l+l− = x1x2s, assuming there is no crossing angle between the photon trajectories.

Such method can be applied to most of the photon-induced processes, if the virtuality
of the photons is small (which can be described by inequality Wγγ >> Q2) [24]. The

1Photons with small virtuality.

25



26CHAPTER 2. PHOTON-INDUCED PRODUCTION IN COLLISIONS OF CHARGED PARTICLES

Figure 2.1: Sketch describing Fermi’s idea of interpreting EM field of ultra-relativistic
charged particles as swarm of photons. Taken from [25].

low virtuality also means that the resulting leptons are emitted back-to-back. For LHC
energies the average virtuality of photons is of order 0.01 GeV2.

For elastic photon collision (where both protons survive the interaction), the photon
distribution function can be written as [26]:

Pe(x) =
α

πx

∫ Q2
max

Q2
min

dQ2

Q2

[(
1− Q2

min

Q2

)
(1− x)FE(Q2) +

x2/2

2
FM (Q2)

]
,

where FE , FM are electromagnetic structure functions of the proton.

The situation is further complicated by several factors. The electromagnetic field is
the strongest in proximity of the proton. However, when the protons are close enough to
interact through the strong force, the diphoton production is obscured by additional QCD
processes. Furthermore, one or both nuclei may dissociate due to the photon interaction.

All these additional processes complicate the measurement of diphoton production and
have to be taken into account.

2.1.1 Impact parameter dependence

The dependence on the impact parameter is connected to the term introduced in the
introduction - the survival factor. It takes into account the fact, that aside from the
exclusive production, additional proton-proton re-scattering is possible. Even though the
diphoton process is still present, it is impossible to distinguish it from other processes due
to large number of additional particles.

Given the low transferred momentum, the survival factor is part of the soft QCD (QCD
with low momentum transfers) and therefore cannot be computed using the perturbative
theory. One of the most recent approaches is summarized in [27] and in more detail in
[28]. The basic idea is to parametrize how the amplitude of the process is affected by the
additional interaction.

First, consider the amplitude T (q1t, q2t) of the bare photon-induced process in Fig-
ure 2.2a, where q1t, q2t represent transverse momenta of photons emitted by the pro-
tons. The re-scattering amplitude (in Figure 2.2b) can be then defined as T res(q1t, q2t) =
i
s

∫
d2kt
8π2 Tel(k

2
t )T (q1t+kt, q2t−kt), where Tel(k

2
t ) represents the additional elastic scattering

between the colliding protons with transferred transverse momentum kt. Combining these
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Figure 2.2: Feynman diagrams of dilepton production (a) without and (b) with additional
re-scattering of the protons. Taken from [28].

Figure 2.3: Definition of the impact parameter vectors. Taken from [24].

two amplitudes one gets the average survival factor[28]:

〈
S2
〉

=

∫
d2q1td

2q2t|T (q1t, q2t) + T res(q1t, q2t)|2∫
d2q1td2q2t|T (q1t, q2t)|2

.

This formula can be rewritten in terms of the impact parameters ~b1t,~b2t describing trans-
verse separation (vectors ~b1, ~b2 are visualized in Figure 2.3) and distance between the
protons bT = |~b1t −~b2t| [27]:

〈
S2
〉

=

∫
d2~b1td

2~b2t|T (~b1t,~b2t)|2 exp(−Ω(s, bt))∫
d2~b1td2~b2t|T (~b1t,~b2t)|2

,

where Ω(s, bt) is a proton opacity and exp(−Ω(s, bt)) describes the probability of no in-
elastic scattering at impact parameter bt. It is measured in elastic collisions of protons.
The suppression of the exclusive production is bigger with smaller distance between the
protons - behaviour one would expect.

In reality, one cannot measure the impact factor, but it is still manifested in the
dependence of the survival factor on other variables. Study of those dependencies (aside
from the measurement of the average survival factor) is one of the motivations for the
dilepton measurement at 13 TeV.

2.1.2 Dissociative production

Even though the momentum transfers are usually small and protons emitting the photons
are deflected at small angles, they can sometimes dissociate into additional partons, as
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Figure 2.4: Diagrams showing the three basic types of diphoton production: (a) elastic,
(b) single dissociative and (c) double dissociative. Taken from [24].

shown in Figure 2.4, where either one or both protons break down. Thus, we have three
possible reactions: exclusive (or elastic), where both protons survive, single dissociative
(SDiss), where one of the protons survives and finally double dissociative (DDiss) with
both protons destroyed.

Since the dissociation involves QCD effects, its computation is more complicated. It
affects the final state leptons and therefore the dilepton spectra are significantly different
from those in the elastic case [30]. The dissociative component is often indistinguishable
from the elastic production, since the partons from the dissociation are usually emitted in
a forward direction and are often not detected.

2.2 Previous measurements of the dilepton production

The exclusive dilepton production was already studied by several experiments, e.g. at the
Tevatron for both electrons and muons with the CDF experiment [31, 32, 33], at HERA
with the H1 detector [34] or at the RHIC with experiments STAR [35] and PHENIX [36].
All analyses were in agreement with the Standard Model.

The survival factor was studied by ATLAS [29] and CMS [30] experiments at the LHC.
Both measurements were performed at the 7 TeV in proton-proton collisions for muons,
ATLAS also included the production of electron-positron pairs.

Both analyses used a similar method to derive the survival factor and arrived to com-
patible results, which are displayed in Figure 2.5. The survival factor was found to be
around 80%. Presented 13 TeV measurement was inspired by the ATLAS analysis. Due
to the better statistics during Run 2 at the LHC, much more precise results are obtained,
which allows us to study a dependence of the survival factor on various kinematic observ-
ables.

2.3 Previous measurements of the diboson production

Measurement of the diboson final state was first performed by the CMS experiment at
7 TeV [38], followed by 8 TeV analysis by both ATLAS [37] and CMS [39]. Similar
in approach, both experiments sought confirmation of the Standard Model and possible
search for new physics in anomalous quartic gauge coupling mentioned earlier in Section
1.2.2.

The limits of the coupling constants αc/Λ
2, α0/Λ

2 measured by both LHC experiments
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Figure 2.5: Survival factors derived in ATLAS and CMS for the dilepton production,
compared to theoretical prediction. Taken from [29].

Figure 2.6: Measured limits on coupling parameters αc/Λ
2, α0/Λ

2 of an anomalous quartic
gauge coupling by the ATLAS and CMS experiments. Taken from [37].

can be found in Figure 2.6. Both results are compatible with the Standard Model within
the uncertainties and do not offer any evidence of new physics.
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Experiment ATLAS

The measurement described in this thesis was performed utilizing data provided by the
ATLAS experiment located at the Large Hadron Collider. Both the accelerator and the
detector are described in this chapter, focusing on instrumentation relevant to the analysis.

3.1 The Large Hadron Collider

Located in the CERN laboratory near Geneva, the Large Hadron Collider (LHC) is the
largest proton-proton synchrotron in the world. In order to mitigate the abundant cosmic
radiation, it is located 60-140 meters underground. Bunches of protons are accelerated in
opposite directions in two separate beam pipes up to staggering

√
s =13 TeV center-of-

mass energy1.

The protons are kept on 27-kilometre long semi-circular orbit using 1232 large super-
conducting magnets with magnetic field strength circa 8 Tesla. The superconductivity is
maintained using liquid helium cooled down to 1.9 K, a temperature lower than that in
the outer space [40].

In order to minimize the loss of protons in the accelerator, a high vacuum needs to be
maintained in the beam tubes. The pressure in the tubes is 1013 times lower than that
of the atmosphere. There are two other layers of vacuum around the beam pipes used to
isolate the superconducting magnets and the helium distribution.

3.1.1 Accelerator complex

The life of an LHC proton does not start at the collider, but much sooner. A whole
accelerator complex, starting at simple hydrogen bottle, is used to accelerate the particles
up to LHC injecting energy - a 450 GeV per proton. First, the hydrogen atoms are ionized
and then speed up using LINAC 2 accelerator up to 50 MeV.

The LINAC 2 is followed by the Proton Synchrotron Booster (PSB) and Proton Syn-
chrotron (PS), which further accelerate the protons up to 1.4 GeV or 25 GeV respectively.
The last pre-accelerator is the Super Proton Synchrotron, which brings the particles up
to the injecting speed. Filling up of the LHC takes around 4 minutes, with additional 20
minutes are needed to accelerate the particles to their maximal energy.

Aside from protons, lead ions are also used in collisions at the LHC and that either
in both beam pipes or in proton-lead configuration. The analysis presented in this thesis,
however, only considers proton collision.

1Current value, the maximal designed energy is
√
s = 14 TeV.
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The LHC pre-accelerators are part of a bigger complex used to supply particles to the
vast number of experiments performed at CERN.

3.1.2 LHC experiments

The protons at the LHC are divided into two beams which circulate in two separate tubes
in opposite directions. There are four interaction points, where the beams are allowed to
cross and interact. This is where the four main LHC experiments are located. They detect
particles from the collisions and use this information to perform physics measurements.

Two of them, which are the most relevant for this measurement, are the ATLAS and
the CMS experiments. They are general purpose detectors, designed for Standard Model
measurements and searches for new physics. They are responsible for the Higgs boson
discovery in 2012 and besides that for many Standard Model measurements and beyond
Standard Model searches.

The third experiment, ALICE, focuses mostly on collisions of ions. Specifically, it
studies the quark-gluon plasma. The last detector is the LHCb. As the name suggest, the
LHCb focuses on b-physics and studies the CP violation.

3.1.3 Luminosity

As was mentioned earlier, the purpose of an accelerator is to supply the detectors with
collisions. In simplified point of view, larger the number of collision per unit time the better
the performance, since the experiments collect more data and can access rare processes.
A rate of a process R is proportional to its cross-section σ and luminosity L:

R = Lσ

Luminosity is where the performance of the accelerator comes in, since it depends on the
beam parameters. Narrower the beam and higher the frequency with which the bunches
of protons collide, higher the obtained luminosity.

The planned maximal luminosity of the Large Hadron Collider is L = 1034cm2s−1, but
as can be seen in Figure 3.1a, which displays the peak luminosity during the year 2016,
the LHC has already outperformed its design approximately 1.4 times.

In this thesis two data samples are considered. For measurement of photon-induced
diboson production data from 2016 with

√
s = 13 TeV are used. The total delivered

luminosity from this year and amount of it which was recorded by the ATLAS is displayed
in Figure3.1b. Excluding incomplete and corrupted events, this lead to total integrated
luminosity Ltot = 33.3 fb−1 good for data analysis. Second data-taking period, used in
analysis of dilepton final state, was recorded during 2015 with total luminosity 3.19 fb−1.

Luminosity at the LHC is measured using a van der Meer scan technique, proposed
by S. van der Meer in 1968 [41]. It is based on measurement of particle production as a
function of the impact parameter between the two colliding beams. More details regarding
the implementation can be found in note [42].

Though bigger luminosity leads to greater production of particles, it is not purely ad-
vantageous. With higher luminosity more protons collide per each bunch crossing, mean-
ing that aside from process one wants to study a significant background is always present.
This especially affects exclusive analyses, since they are based mainly on separation of the
photon-induced processes from other particle activity.
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Figure 3.1: (a) Peak luminosity per fill throughout the 2016 data-taking. (b) Integrated
luminosity delivered by the LHC and luminosity recorded by the ATLAS experiment in
2016, taken from [44].

3.2 The ATLAS detector

A Toroidal LHC Apparatus (ATLAS) is a general purpose detector. This means it is
designed to reconstruct as wide variety of events as possible. Hence, it needs to cover
as large phase-space around the interaction point as possible. The detector is symmetri-
cal around the beam pipe, with 25 meters in diameter and 46 meters in length. It has
variety of subdetectors, which can be divided into four categories: Inner Detector, Elec-
tromagnetic Calorimeter, Hadronic Calorimeter and Muon spectrometer, each focusing on
reconstruction of some specific group of particles.

Aside from the detector elements, there is a complex structure of magnets, which
bend trajectories of electrically charged particles. This makes it possible to assess their
momentum. The magnet system is divided into three parts: the first is a 2T solenoid
superconducting magnet placed around the Inner Detector. The second one encapsulates
the Muon Spectrometer and is a 0.5 T toroidal magnet. Finally, there is a 1T magnet
in the end-caps behind the Inner Detector. The whole ATLAS with all its main parts is
displayed in Figure 3.2.

3.2.1 ATLAS coordinate system

Before delving into details of the ATLAS subdetectors, it is necessary to define a coordinate
system and main variables used by the ATLAS. The origin point is located in the centre
of the detector. The y axis points upward, the x points towards the centre of the LHC
ring and the z axis goes along the beam pipe. Since most of the particles are emitted from
a single point, a spherical system is sometimes more appropriate, with φ being an angle
in xy plane, while θ is an angle from the z axis to this plane.

Another coordinate is the pseudorapidity η defined as η = − log tan θ
2 , which is useful

since a) particle production is nearly flat as function of pseudorapidity and b) in limit
of zero masses it is equal to rapidity y = 1

2 log E+pzc
E−pzc , which is additive under Lorentz

transformation along the beam pipe.

Distance in φ, η plane R =
√

∆φ2 + ∆η2 is useful in e.g. reconstruction and matching
of objects. Finally, a component of momentum perpendicular to the z axis pT, called
transverse momentum, is also often used. It is easily determined from a curvature in the
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Figure 3.2: Overview of main parts of the ATLAS - Inner Detector, Hadronic and Elec-
tromagnetic Calorimeters and Muon Detector, taken from [43].

solenoid field in the Inner Detector and also is invariant under a Lorentz transformation
parallel with the beam pipe.

3.2.2 ATLAS triggers

The ATLAS computing would not be able to process and save all the collisions due to the
high rate of events. In order to reduce the rate, numerous triggers are implemented. They
are set up in such way, that they focus on interesting events. One example can be the
HLT_2mu6 trigger (used later in this analysis), which fires when there are two muons with
pT > 6 GeV detected. The triggers are often pre-scaled, meaning only every n-th event is
saved, in order to further reduce the event rate.

First level of the trigger is a part of the detector hardware. It reduces the maximal
40 MHz collision rate of events to only 75 kHz. It searches e.g. for high pT leptons, jets
or large missing energy. To reduce the event yield further, a High-Level Trigger (HLT)
is employed, which reduces the trigger rate to a frequency around 1 kHz. For example,
this thesis uses several HLT triggers which search for lepton with various flavours and
transverse momentum, but those will be discussed in more detail later.

3.3 Inner detector

The Inner Detector is responsible for a reconstruction of trajectories of charged particles
(from now on called simply tracks). Point at which collision or decay took place and from
which tracks usually originate is called vertex. It is another object reconstructed using
the inner detector.

HLT_2mu6
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Figure 3.3: Overview of the Inner Detector - barrel and end-cap, consisting of Pixel, SCT
and TRT subdetectors, copyright by ATLAS Experiment c©2014 CERN.

The ID has three subdetectors (Pixel, SCT and TRT) in different distances from the
beam pipe, which is reflected in their properties. Closer to the beam pipe, where activity
is high, the detector needs to have a better granularity, while the outer layers have a larger
area to cover. All three layers are divided into a barrel and two end-caps.

As was mentioned earlier, it is possible to determine the transverse momentum from
trajectories of particles. These trajectories follow a helix. Radius of the helix is propor-
tional to their transverse momentum. Thus, at high momenta the radius is so large the
tracks are practically linear, leading to worse pT resolution. On the other hand, when the
pT is too low, the particle does not reach enough layers of the detector to be properly
reconstructed. The lowest possible value of pT reconstructed at the ATLAS is around
100 MeV. However, contribution of pile-up tracks at low momentum is too large and the
minimal value used is set to 400 MeV. As for the spatial coverage of the detector, it detects
particles in the full φ angle and up to |η| = 2.5 in pseudorapidity.

It is useful to determine the distance of a track to e.g. vertex from which it originated.
This distance is derived from the point of the closest approach of the trajectory to the
vertex and in ideal case it would be zero, but since both tracks and vertices have finite
resolution, it is not really the case. Two parameters are often used. In the xy plane, the
transverse distance is d0. The longitudinal distance from the vertex is labelled z0 , which
is a distance along the z axis. Illustrations of the impact parameters and of the transverse
momentum are in Figure 3.4a.

In the case of the tracks, the resolution in the z is worse the more forward they are. In
order to account for this, a z0 sin θ is often used instead for selection. Distribution of the
tracks for this variable is displayed in Figure 3.4b and as can be seen, most of the tracks
are focused in 1 mm region within the interaction.
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Figure 3.4: a) Distribution of tracks as a function of the longitudinal impact parameter
zBL0 sin θ [46]. b) Definition of transverse d0 and longitudinal z0 impact parameter and
transverse momentum pT, taken from [47].

3.3.1 Pixel detector

The innermost detector of the ATLAS is the Pixel detector. Since it is in a region with
high particle density, it needs to have a really good granularity. It was upgraded during the
first long LHC shut-down. The original design is discussed first, followed by a description
of the upgrade.

The Pixel detector is composed of three layers in both the end-caps and the barrel. Its
1.7m2 surface is covered by 1744 identical sensors each with 47233 pixels. Thanks to the
large number of pixels it has resolution of 10-100 µm [48]. This leads to approximately 80
millions readout channels, 90% of all the channels in the ATLAS [24].

The Insertable B-Layer (IBL) was added to the Inner Detector in order to help with
the increased pile-up expected during the Run 2. A good performance of reconstruction
of the tracks is achieved by using pixels with a smaller size than those in the rest of the
Pixel detector. The IBL is an additional layer of the Pixel Detector placed closest to the
beam. The original beam pipe had to be replaced by one with a smaller radius in order
to make a place for the new layer [24].

3.3.2 SCT detector

The Semi Conductor Tracker (SCT), a silicon strip detector, is placed around the Pixel
detector. The barrel part has four layers and covers |η| < 1.4. On the other hand, each
end-cap has nine layers and covers 1.4 < |η| < 2.5. There are in total 15912 silicon sensors,
each 12 cm long and 80 µm wide [24].

Since the SCT is a strip detector, each sensor can provide only a 2D information about
the passing particle. To reconstruct the point of passage (a hit) completely, the SCT is
made of two back-to-back layers, with a small angle between the strips (≈ 10◦). The
narrow angle has a smaller resolution in comparison to e.g. perpendicular configuration,
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Figure 3.5: Schematic of the ATLAS calorimeter system, taken from [45].

but significantly reduces the contribution of ghost hits - a hit obtained by the combination
of signals from two strips which were however fired by different particles.

3.3.3 TRT detector

The outermost detector of the ID, the Transition Radiation Tracker (TRT), covers ś|η| < 2,
with a division between the barrel and end-caps at |η| = 1. It is composed of straws filled
with a gas and thin wire in its centre. Passing particle ionizes the gas, creating a current.
Based on the drift time, a more precise point of passage can be measured.

Aside from simple hit detection, the TRT is used to separate electrons from e.g. charged
pions. The straws are surrounded by a radiative material. Particles passing through this
material emit a transition radiation, which is then detected by the straws. This emission
is much larger for the electron, which can be used for their identification.

3.4 Calorimeters

Calorimeter is an experimental technique used to measure energy of particles. When a
particle transverses a dense material it loses energy through a shower until it is stopped.
The calorimeter then measures the energy deposited by the shower. They usually have an
absorber part, which stops the particle and produces the shower, and a sampling material,
which measures the signal. The ATLAS calorimeter system is displayed in Figure 3.5. All
information is taken from [45].

Electromagnetic calorimeter - the main goal is to measure and identify electrons
and photons. It has a lead absorber and a liquid argon for sampling. It covers the whole
φ region and is composed of a barrel and two end-caps with total coverage |η| < 3.2. The
barrel is divided into two parts with a small gap at z = 0. The detector has an accordion
geometry, which provides a full φ coverage.

In order to ensure that most of the energy is contained within the EM calorimeter, its
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Figure 3.6: Schematic of the ATLAS Muon Spectrometer, taken from [45].

thickness is > 22 radiation lengths2 in the barrel and > 24 in the end-caps. The resolution
in energy is ∆E/E = 11.5%/

√
E + 0.5% and for φ, ∆φ = 50/

√
E mrad, where in both

cases the energy is in GeV [48].

Hadronic calorimeter is placed around the EM calorimeter and has 3 parts. The
first is the Tile calorimeter. It consists of a central barrel (|η| < 1) and two extended
barrels (0.8 < |η| < 1.7). It uses a steel absorber and scintillator as a sampling material.
It has thickness of 9.7 interaction lengths3.

Further, there is a LAr hadronic end-cap placed behind the EM calorimeter end-
caps and covers 1.5 < |η| < 3.2 and the whole azimuthal angle φ. It uses a liquid argon as
the sampling material and copper as the absorber. The jet resolution of the tile and the
hadronic end-cap calorimeter is ∆E/E = 50%/

√
E + 3%, where E is in GeV [48].

Finally, the LAr forward calorimeter is placed around the beam pipe, covering
zenith angles up to |η| = 4.9. It is 10 interaction lengths long and has three modules: first
with a copper absorber for electromagnetic measurement and two made of tungsten for
hadrons.

3.5 Muon spectrometer

The Muon Spectrometer measures only muons (strictly speaking high pT muons, which
travel far enough to reach it). It consists of 3 barrel layers in 5, 7.5 and 10 meters from
the beam pipe and 2×3 end-caps at ±7.9,±14,±21.5 meters, as can be seen in Figure 3.6.
There is also the barrel toroid magnet for |η| < 1.4, while for 1.6 < |η| < 2.7 there are two
smaller end-cap magnets.

There are four subdetectors in the muon spectrometer. The Monitored Drift Tubes
(MDT) cover the whole η range and measure track coordinates. They are made of alu-
minium tubes of 30 mm diameter with a cathode wire in the middle, where a position of

2Radiation length is a distance during which an electron or a photon loses 1/e of its energy.
3Interaction length is, similarly to radiation length, a path after which hadron loses a 1/e of its energy.
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a particle is determined from the drift time of the particle. Further, there is the Cath-
ode Strip Chamber (CSC), a multi-wire proportional chamber, which covers the most
forward regions 2 < |η| < 2.7 and is more radiation resistive and can operate in a high
radiation present near the beam pipe.

The trigger system consists of Resistive Plate Chambers (RPC), situated around
the barrel, and Thin Gap Chambers (TGC), which are located in the end-cap regions.
Together they cover |η| < 2.4. The RPC consists of two strip layers orthogonal to each
other, with a gap between them filled with gas. The TGC is a multi-wire proportional
chamber with a quick drift time and it is designed to provide a fast estimate of pT of the
muon.

3.6 Lepton measurement

Both analyses described in this thesis study leptons in the final state. Therefore, it is im-
portant to understand how they are reconstructed and identified by the ATLAS detector.

3.6.1 Muons

Muons are the most penetrating particles and therefore pass trough both calorimeters and
leave a track in the muon spectrometer. Thus, there are two tracks per muon, one in the
ID and one in the MS. Based on the type of objects used in the reconstruction, there are
four types of reconstructed muons in ATLAS. A standalone muon is reconstructed only by
the MS and can therefore also have 2.5 < |η| < 2.7, outside the ID coverage. The lowest
contribution of fake4 and secondary muons5 is found in the so called combined muons,
which are found either by creating two independent tracks in the ID and the MS and then
combining them or by extrapolation of track from one detector to the other [58].

Sometimes, e.g. when they have a low pT, muons leave only a segment of a track in the
SM. If an ID track can be extrapolated to the segment, then it is identified as a segment-
tagged muon. Finally, it is possible to identify a muon from ID track and the small amount
of muon energy deposited in the calorimeter. Such muon is called calorimeter-tagged and
has the biggest background [24]. In this analysis, the combined muons are used.

3.6.2 Electrons

Unlike muons, electrons are stopped by the electromagnetic calorimeter, creating an elec-
tromagnetic shower. The energy deposited in the calorimeter is divided into cells, which
have size 0.025 × 0.025 in (η, φ) space. The cells are then combined to cover the whole
shower, creating a cluster. Since such cluster can be also left by a photon, it has to be
further matched to a track in the inner detector. Track is considered as matched if the dis-
tance of cluster from the tracks in pseudorapidity is |∆η| < 0.05 and distance in azimuthal
angle is |∆φ| < 0.1.

An energy of the electron is then determined from the energy deposited in the cluster,
while the momentum and the direction is determined from the ID information. Electrons
have worse reconstruction efficiency than muons (circa 10% lower), because they suffer
radiative losses, which also means there has to be a correction for these losses when
computing the total energy [59].

4Particles misidentified as muons or false signal interpreted as muon.
5Secondary muon is a muon not originating from the primary interaction but from e.g. calorimeter

shower.



Chapter 4

The photon-induced WW
measurement

The second LHC run presents first opportunity for physicist to study collisions at record
center-of-mass energies

√
s = 13 TeV. Higher energies lead to higher cross-sections of

numerous processes. Together with large luminosity recorded at such energy, new and
more accurate measurements become possible.

This thesis summarizes the 13 TeV analysis of the photon-induced exclusive WW
production with leptonic decays. In comparison to the previous analysis of this process at
8 TeV, the new measurement has advantage of higher yield.

The first stage of the analysis is the preselection, where the selection is mainly based
on detector acceptance. At this point the signal is buried under significant background,
which is dominated by Drell-Yan for the ee and µµ channels and by tt̄ production for the
eµ channel.

Drell-Yan is, in a leading order, a production of virtual photon or Z boson from
annihilation of quarks, where the dilepton final state is the only one relevant to the analysis
(qq̄ → Z/γ∗ → l+l− shown in Figure 4.1b). The tt̄ production has many channels where
the most important are displayed in Figure 4.2.

The signal is isolated by an exclusivity veto, which requires no additional particles
aside from the leptons near the dilepton vertex. At this point, the ee and µµ channels are
dominated by the Drell-Yan, while the eµ channel contains mostly the exclusive diboson
events. For this reason, only eµ final state is considered in the analysis. The other two
channels are still useful for derivation of corrections.

Remaining background in the eµ channel is the Drell-Yan process with ττ → eµ final
state and inclusive WW production, which is dominated by qq̄ → W+W− process (see
Figure 4.1a). Since particle multiplicity of both Drell-Yan and inclusive WW is poorly
modelled, a correction is derived. Modelling of the Monte Carlo processes is further
checked in a control region, which is defined in events with only few particles in proximity
of the dilepton vertex.

After application of all the corrections, systematic uncertainties are determined. Fi-
nally, total cross-section in the fiducial region is derived.

In this chapter, focus is put on the selection and general corrections. Most of the
analysis-specific steps are explained in the following chapters.

39
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(a) (b)

Figure 4.1: Tree level Feynman diagrams of a) dominant channels of inclusive WW pro-
duction and b) Drell-Yan with two leptons in final state.

Figure 4.2: Leading Feynman diagrams of tt̄ production. Taken from [50].

4.1 Data and Monte Carlo samples

4.1.1 Data

Data used in the analysis are from 2016 data taking of the LHC. Specifically, they are
proton-proton collisions with a center-of-mass energy of 13 TeV. Since the detector does
not perform perfectly the whole time, some events are of bad quality. List of such events,
produced by central data quality group, is kept in Good Run List, which is then used by
analyses to exclude corrupted or incomplete events. The total integrated luminosity of
events good for physics analysis during 2016 is 33.3 fb−1.

4.1.2 Monte Carlo

Monte Carlos are vital tools in high energy physics, enabling to compare predictions with
measurements, used for optimization of selection or estimation of uncertainties. There
are many processes contributing to the analysis, which is reflected by the large number of
Monte Carlo generators used.

The most important is the signal sample of the γγ → W+W− → l+l− process. It
is simulated using Herwig 7 generator [51], which uses the EPA mechanism (see Section
2.1) to simulate photon-induced processes. Aside from the exclusive sample, a dissociative
production contributes to this process. However, there is currently no available generator
capable of simulating dissociation for the WW final state and data driven techniques have
been employed to estimate it, which will be expanded on in later chapters.

The dominant background after the full selection is an inclusive WW production. The
inclusive sample has numerous processes contributing to it, typically with a significantly
larger yield than the signal, but with additional charged particles in the final state. The
most important contribution to the inclusive WW background is qq̄ → W+W− process,
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simulated using PowHeg [52], a parton level NLO generator. It is interfaced to Pythia 8
generator [53] for showering and hadronization. Another significant contributor is the tt̄
production, which is also generated with PowHeg+Pythia8.

Important background contribution is from the Drell-Yan process. The ee and µµ
Drell-Yan production significantly contribute to control regions, which are constructed to
control the MC modelling. The hard process is generated using MadGraph generator [54]
interfaced with Pythia 8 [53].

Finally, in order to study e.g. the survival factor, γγ → l+l− processes are needed. The
exclusive production is generated using Herwig++ generator [55]. The single dissociative
contribution uses LPair 4.0 [56], while the double dissociative uses Pythia 8.

Aside from the generation of the processes, the evolution of the collision through the
detector has to be simulated in order to be able to compare with raw data. For this
purpose, the GEANT 4 [57] simulation toolkit is used.

4.2 Analysis selection

As was already mentioned, preselection is designed for Monte Carlo validation in kinematic
region mostly restrained by a detector acceptance. First, analysis objects are defined,
followed by the event requirements.

4.2.1 Muon selection

Muons are required to pass the requirements of the Combined Muon, which were explained
in the previous chapter. Specifically, there is a requirement on the ID track:

• Number of pixel hits+number of crossed dead pixel sensors > 0

• Number of SCT hits+number of crossed dead SCT sensors > 4

• Number of pixel holes + number of SCT holes < 3.

• A successful TRT extension where expected

Furthermore, selected muon has to have a transverse momentum pT > 20 GeV and
|η| < 2.4, where the kinematic range is selected based on detector acceptance and recon-
struction efficiencies. In order to ensure the muon does not originate from a jet background,
there is selection on d0 significance, which is defined as |d0|σd0

and it has to be smaller than

3.

Finally, there is an isolation requirement in order to reduce multi-jet background,
where sum of transverse momentum of additional particles in proximity of the muon has
to be significantly smaller than the muon pT. This is done by a dedicated tool, which
enables several modes of isolation [58].

4.2.2 Electron selection

Electron candidates are first selected using method described in Section 3.6.2. There are
then several quality categories available, starting with loose, which has the highest effi-
ciency but also the highest fake contribution, and finishing with tight, which has opposite
properties. In this analysis, the medium quality requirement is used [59].

On the border between the barrel and end-caps, the electrons are reconstructed poorly
and are therefore omitted. There is also a pseudorapidity requirement |η| < 2.47, reflecting
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the acceptance of both ID and Electron calorimeter. Furthermore, it has to satisfy isolation
requirement and the d0 significance has to be smaller than 5.

Finally, an isolation selection similar to the muon case is implemented, designed to
reduce jet background.

4.2.3 Track selection and exclusivity veto

In order to select isolated lepton pairs, the number of tracks in the proximity of the lepton
vertex needs to be determined. For this reason, the track selection needs to be properly
defined. First, there is a requirement on pT > 400 MeV, which is the standard ATLAS
minimal transverse momentum for which the tracking is done in pp collisions with pile-up.
Geometrical acceptance of the Inner Detector is reflected in the selection on pseudorapidity
|η| < 2.5

Similar to muon selection, there is a number of requirements on detector hits:

1. Number of silicon hits >= 9 (11) if |η| <= 1.65(|η| > 1.65)

2. Number of IBL hits + B-Layer hits > 0

3. Number of pixel holes = 0

where the B-Layer is the first Pixel detector layer beyond the IBL. The track selection is
the standard collection of requirements used in ATLAS. Finally, two selected leptons are
excluded from the track definition.

Figure 4.3: Definition of the dilepton vertex and of the window used in exclusive veto
selection. Taken from [37].

In contrast to the background processes, the exclusive diboson production contains
only two leptons in the final state. Therefore, the first step in isolating the signal from
the background is logically to require only two particles in the final state. However, due
to the pile-up there is a large number of additional particles produced. Requiring events
with only two muons would lead to practically zero yield.
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This complication can be bypassed by concentrating only on a region around the
dilepton vertex. First, a 1 mm window in the z coordinate is defined around the vertex
and number of selected tracks within this window is determined. Then only events with
zero additional tracks are required. Such selection stage is also called exclusivity veto and
is applied as the last of the event requirements, as will be mentioned in next section.

When counting number of tracks within the window, one can see in Figure 4.4 that
apart from the exclusive processes, all other contributors typically produce at least one
additional particle. The exclusive veto is therefore a very powerful tool to isolate the
exclusive signal.

Note that the particle multiplicity is not well modelled and dedicated corrections need
to be derived to properly estimate the background (see Chapter 5).
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Figure 4.4: Number of additional tracks within |z0 sin θ| < 1 mm from the dilepton vertex.

4.2.4 Event selection

In the analysis, lowest unprescaled single lepton triggers are employed. There are two
separate triggers for electrons and muons, both with transverse momentum requirement
pT > 26 GeV. To reflect this, every event is required to have two leptons with leading
lepton having pT > 27 GeV, where region between 26 and 27 GeV is ignored due to poor
efficiency of the trigger. Also, the dilepton system has to have invariant mass mll > 20
GeV, which excludes poorly modelled regions.

Next, dilepton vertex LV is defined as a point with an average z0 coordinate of the two
leptons (as displayed in Figure 4.3). As can be seen in Figure 4.5, its position is a little
different from position of the primary vertex PV for exclusive processes. This is mainly
due to pile-up, where the algorithm used to reconstruct vertices wrongly associates pile-up
track with the dilepton vertex. This is usually not that important, since most processes
have larger number of particles in the primary vertex and position of the vertex is therefore
determined with a good precision. However, with only two leptons in the final state, even
single additional track wrongly associated with the primary vertex may significantly shift
its position.
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Figure 4.5: Distribution of distance of the dilepton vertex from the primary vertex.

Considering the short lifetime of the W bosons τ ≈ 3 · 10−25 s, the final-state leptons
are produced at practically one spot. Taking the resolution of the track reconstruction
into account, this is reflected by a requirement on the distance of the lepton from the
dilepton vertex |(zLV − zlepton)| sin θlepton < 0.5.

The two selected leptons must also have an opposite charge. In the signal extraction
only eµ channel is considered, but the ee and µµ are still relevant for checks and corrections
mentioned later.

Distribution of invariant mass and pT of the lepton pair can be found in Figure 4.6
and additional figures are in Appendix A. The simulation is in satisfactory agreement with
data. Notice how insignificant the signal is at this stage, with expected yield in the orders
of tens of events. There is also a disagreement for low masses in eµ channel which needs
to be investigated.

The requirements mentioned up to this point will be collectively denoted as a prese-
lection. There is also selection on transverse momentum of the dilepton pair. Requiring
pllT > 30 GeV suppresses significantly contribution of the Drell-Yan.

Finally, the exclusive selection is applied, requiring no selected track in the exclusive
window as described in Section 4.2.3. The are 62 events found in data after the veto,
which is an improvement compared to 23 events found at the 8 TeV analysis [37].

4.3 General Monte Carlo corrections

Simulation of detector effects is often imperfect and there can be large differences between
data and Monte Carlo. Therefore, a vast number of corrections is applied on Monte Carlo
to improve the agreement.

Large number of correction prescriptions is centrally produced by dedicated ATLAS
groups. The most relevant to this analysis are summarized in this section. Each of the
corrections has a systematic uncertainty, which has to be accounted for when determining
the final results. Systematic uncertainties will be discussed in more detail in another
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Figure 4.6: Distributions of data and Monte Carlo as a function of 1) invariant mass and
2) pT of the lepton pair for a) ee and b) eµ channel after the preselection.
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Figure 4.7: Distribution of number of vertices in dimuon channel, comparing data to
Monte Carlo. The reweighting of MC was applied with µ scaled by 1/1.09.

chapter. Furthermore, analysis specific corrections were derived, which will be summarized
in Chapter 5.

Pile-up: The production of Monte Carlo is launched before data-taking and since exact
pile-up is not known in advance, there can be a significant difference between data and
MC. Therefore, a dedicated correction is applied by means of event weight made to match
vertex multiplicity in data and Monte Carlo. Ideally, each event is weighted based on
number of interactions per bunch crossing, µ, in the Monte Carlo to match its distribution
in random data-taking period in data.

However, this leads to some disagreement in number of vertices nvtx after these cor-
rections, which is a variable we are more interested in. Therefore, the µ value in data,
used when determining the weight, is scaled by 1/1.09 to achieve better agreement. The
scale factor reflects the imperfection in the modelling of the visible fraction of the inelastic
cross-section.

This correction is not perfect, difference between simulation and data being on the
1σ side of the systematic uncertainty of the correction. Distribution of events after the
correction as a function of nvtx can be found in Figure 4.7.

It was found that with factor 1/1.2 the agreement would be better; however it was
recommended to us to leave the default value since it will be soon updated by a dedicated
group to better describe the data.

Trigger efficiency: Difference between trigger efficiencies is corrected an event weight
applied to MC. For example, in case of muon triggers, the ratio of data and MC efficiency
(scale factor) is determined for each selected muon. Scale factors for each relevant objects
are then combined and used as a weight for each event.

Track impact parameter resolution: There is a slight difference between data and
Monte Carlo in resolution of the d0 and z0 coordinate. Using this difference the Monte
Carlo is smeared using a random generator to better match data.
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4.3.1 Muon related corrections

Efficiencies and scale factors of muons (and electrons) are derived using Tag and Probe
method in Z and J/ψ resonances [58, 59].
Muon momentum scale and resolution: pT of a muon is corrected for differences
in momentum scaling and smeared based on a difference in the muon resolution between
data and Monte Carlo.
Muon selection efficiency: There are two stages of the muon selection - requirement
on the quality of muon and on the muon isolation. Each stage has its efficiency and has
to be corrected for a difference between data and Monte Carlo. This is done using event
weight for each muon and each selection:

w =

nmuons∏
i=1

wquality
i · wisolation

i

4.3.2 Electron related corrections

Electron energy scale and resolution: Since electromagnetic calorimeter does not
record the deposited energy perfectly, there has to be a scaling of the recorded energy to
more accurately describe the energy of the particle. The difference in the scaling between
data and MC is done by correction of the energy in Monte Carlo.
Electron selection efficiency: In case of electrons, the correction is divided into three
stages - electron reconstruction, identification and isolation. Each stage has its scale factor,
which is then used as an event weight calculated as a product of the different contributions.



Chapter 5

Analysis-specific corrections

This chapter provides an overview of improvements to the modelling of signal and back-
ground Monte Carlo. First, modelling of the exclusivity veto is studied. Then, the dis-
agreement of particle multiplicity between data and Drell-Yan Monte Carlo is improved
using reweighting. This approach is validated in a control region, where the background
is compared to data and remaining difference is fixed. In the last part, the signal Monte
Carlo is adjusted to include the effect of the survival factor and to estimate the fraction
of the dissociative production.

5.1 Exclusive efficiency

In order to correctly assess the cross-section, one needs to estimate the efficiency of the
exclusive selection. One could of course use the signal Monte Carlo and simply calculate
the fraction of events which pass the veto, but this method assumes that the MC perfectly
describes data. As we will see, this is not the case and data driven method needs to be
used.

Previous exclusive dilepton and diboson analyses [29, 37] employed a simplistic method.
For each event, a random point1 well separated from the primary vertex is found (using
cut on longitudinal distance) and the exclusivity veto is checked there. This estimated
the probability of a pile-up track appearing within the 2 mm windows of the exclusive
selection. The efficiency was studied as a function of number of vertices nvtx to illustrate
dependence on the pile-up.

However, there is a problem with this method. Veto on the distance from the primary
vertex biases the position of the random point towards larger z values, where the particle
activity is smaller than at the primary vertex. To account for this, we parametrized the
efficiency also as a function of the z. For each event, only z windows which are sufficiently
far from the LP are used. The distribution is normalized as a function of z and now
describes the dependence of the exclusive efficiency on z: εexcl(z, nvtx). The dependence
of the exclusive efficiency on nvtx is obtained by an integration over the z is performed,
weighted by a probability of finding a vertex at coordinate z (Pvtx(z)):

εexcl(nvtx) =

∫
εexcl(z, nvtx)Pvtx(z)dz

This method was validated against the efficiency derived in the dilepton vertex of the
exclusive Monte Carlo.

1Position of the random point was based on the distribution of the vertices along the beam pipe. Such
distribution has approximately Gaussian shape.

48



5.1. EXCLUSIVE EFFICIENCY 49

vtx Z

N
or

m
. t

o 
1

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Data ATLAS 2016 (full)
µµ→Z

 InternalATLAS

[mm]VtxZ
100− 50− 0 50 100

da
ta

/M
C

0.6

0.8

1

1.2

1.4

, mumuOS-1=13TeV, L = 33.3 fbs

(a)

vtx,W Z

N
or

m
. t

o 
1

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Data ATLAS 2016 (full)
µµ→Z

 InternalATLAS

[mm]
Vtx

R#cdot Z
100− 50− 0 50 100

da
ta

/M
C

0.6

0.8

1

1.2

1.4

, mumuOS-1=13TeV, L = 33.3 fbs

(b)

Figure 5.1: Distribution of vertices as function of the z coordinate (a) before and (b) after
beam spot scaling correction was applied.

When comparing Monte Carlo to data, there is a 12% difference in the efficiencies.
It was found out that this discrepancy is to a large extent connected to distribution of
the vertices as function of the z coordinate (also called beam spot distribution), which is
significantly different in data and Monte Carlo.

5.1.1 Vertex distribution disagreement

The beam spot distribution can be found in Figure 5.1a and at first glance there is a
significant disagreement between data and MC. The most precise way to correct it would
be to produce a new Monte Carlo with an updated beam spot information, but simulation
of all the samples would take too long to be completed to be relevant for this thesis.

The solution we use (at least until new Monte Carlo with better z distribution is
provided) is based on scaling of the event z coordinates. Using a Gaussian fit the beam
spot distribution in both data and MC is fitted. The variance of the beam spot is found
to be σdata

BS = 34.021 ± 0.006 mm for data and σMC
BS = 52.73 ± 0.06 mm for the Monte

Carlo. Their ratio is then taken as the scaling factor, which is applied on z coordinate of
both tracks and vertices in Monte Carlo.

The resulting effect can be seen in Figure 5.1b. Though not ideal, the correction leads
to a significant improvement in the agreement of data and Monte Carlo. This method is
however not perfect, since it changes the resolution in z of the objects. Also, there is still
a disagreement between data and Monte Carlo.

5.1.2 Updated efficiency

After application of the z scaling, the exclusive efficiency is studied as a function of number
of vertices nvtx. Figure 5.2 shows efficiency derived for data, signal MC and Drell-Yan
MC together with efficiency derived in dilepton vertex of the signal exclusive MC. The
agreement between the two methods for the exclusive Monte Carlo validates the method,
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while the agreement with Drell-Yan proves the method is valid also for processes with
large particle multiplicities and does not bias the efficiency.

The disagreement with data is 5% when averaged over the nvtx distribution, which
is currently taken as a systematic uncertainty on the Monte Carlo modelling. However,
there is an effort to improve the agreement, for example by studying how the beam spot
varies within different periods of data-taking.
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Figure 5.2: Exclusive efficiency, comparison between data and two Monte Carlo samples
and directly derived efficiency of the signal MC.

5.2 Drell-Yan multiplicity correction

As was demonstrated in the previous chapter (see Figure 4.4), the particle multiplicity
of Drell-Yan in proximity of the dilepton vertex is not well simulated. A data driven
correction is therefore used to determine a weight w(nch) which is then applied in the
Monte Carlo.

The weight is a ratio of charged particle multiplicity in data fdata(nch) and Monte
Carlo: fMC(nch):

w(nch) =
fdata(nch)

fMC(nch)

Since particle distribution in data is not known, it has to be measured. First, contribution
of the pile-up to the track multiplicity is subtracted. Then, the spectrum is converted to
particle level using Bayesian unfolding. The method used in this analysis is inspired by
the one used in study of underlying event in inclusive Z production [60].

The multiplicity is studied for Drell-Yan with two muons in final state. The selection
is identical to preselection and the pllT > 30 GeV requirement since particle multiplicity
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varies with pllT. Furthermore, only events in proximity of the Z mass peak are chosen
(70 GeV < mll < 105 GeV).

5.2.1 Correction for pile-up

To correct the track multiplicity for contribution of pile-up, one has to determine distribu-
tion of tracks from additional pp interactions. Similarly to exclusive efficiency it depends
on the z coordinate. For higher values of z it is less likely one will find a pile-up vertex
and therefore the activity is lower.

To avoid any biases from the hard event, multiplicity is first determined as a function of
z where region around the primary vertex is ignored. This distribution is then convoluted
with distribution of vertices in z. Resulting distribution determines probability of finding
n pile-up tracks in 2mm ∆Z windows, which we will designate as PPU (n).

Probability of finding n measured tracks Pall(n) in an event can be interpreted as:

Pall(n) =
∑
k

Phard(k) · PPU (n− k),

where Phard(k) is a probability of finding k (primary) tracks from the studied hard process
(in our case Drell-Yan), which is the distribution we would like to determine. Interpreting
the pile-up contribution PPU (n − k) as a matrix Un,k, one can invert the relation in the
following way:

Phard(n) =
∑
k

U−1
n,kPall(k),

where all distributions on the right side are now known.

This method was validated in Monte Carlo by comparing the corrected distribution to
that of tracks matched to the particles of the hard event. Reconstructed distribution and
distribution corrected for the pile-up are compared to multiplicity of tracks matched to
particles of hard event in Figure 5.3. There is a good agreement and the method can be
used to subtract pile-ip from data track multiplicity.

Next, the distribution of primary tracks has to be corrected to particle level. For this
purpose, an unfolding procedure is applied.

5.2.2 Unfolding

Unfolding is a procedure used to unsmear (unfold) detector effects from the reconstructed
spectrum to produce a spectrum at particle level.

The basic idea of unfolding assumes some correspondence matrix M between the truth
T and reconstructed spectra R such that R = MT (assuming no background). Such matrix
would simulate e.g. effects of a detector. To get the opposite relation, one could start
with a simple inversion of the matrix M and using relation T = M−1R. This method is
not ideal, it for example tends to amplify small statistical fluctuation as a presence of a
signal [61].

Usual method used for unfolding at the LHC is called Bayesian unfolding. Let us
rewrite the matrix correspondence in language used in statistics, assuming discrete distri-
butions:

P (Ti) =
∑
j

P (Ti|Rj)P (Rj),
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Figure 5.3: Distribution of number of tracks before and after pile-up subtraction compared
to distribution of tracks to primary particles.

where P (Ti) is distribution of truth, P (Rj) distribution of reconstructed spectra and
P (Ti|Rj) is probability of Ti given Rj . This can be rewritten using the Bayes formula as:

P1(Ti) =
∑
j

P (Rj |Ti)P0(Ti)∑
k P (Rj |Tk)P0(Tk)

P (Rj).

Now the P0(Ti) is our prior assumption of the truth distribution, while P1(Ti) is our new
estimate. Hence, by iterating this method one gets better estimation of the truth spectra:

Pr+1(Ti) =
∑
j

P (Rj |Ti)Pr(Ti)∑
k P (Rj |Tk)Pr(Tk)

P (Rj).

5.2.3 Correction to particle level

With unfolding at our disposal, it is simply a matter of its application to obtain the truth
spectra. Ratio between the unfolded data and Monte Carlo particle spectra is displayed
in Figure 5.4. Their ratio will be used as a weight in the Drell-Yan Monte Carlo. The
correction is large for low values of nch.

The track multiplicity in vicinity of the primary vertex after the correction can be
found in Figure 5.5. The generated spectra are now in much better agreement. Remaining
differences are studied in the next section.

5.3 Background estimation

After the exclusivity veto, the only significant backgrounds are Drell-Yan with ττ in the
final state and inclusive WW . To verify that they are indeed modelled correctly, a data
driven-estimate is used. First, one has to define a control region. It has to be kinematically
close, but still orthogonal to our final selection. To achieve this, we used the same selection
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Figure 5.4: Unfolded track multiplicity for data and particle multiplicity for Monte Carlo.
Their ratio is taken as an event weight to correct the Monte Carlo.

as for the signal up to the exclusivity veto. Then, instead of no track in the 2 mm window,
1-4 tracks are required.

An assumption is made in the background estimation that differential distribution is
modelled with satisfactory precision, and only normalization is studied. This is done using
template likelihood fit of Monte Carlo to data.

5.3.1 Likelihood fit

When some parameter α of a probability distribution of a random variable f(x, α) is
unknown (for example normalization in our case), it can be studied using a likelihood:

L(α) = f(x = xdata, α).

The estimator of the parameter α is such a value of the parameter for which the likelihood
is maximal. For convenience, a minus logarithm of the likelihood is often used and the
minimum is required instead. We then search for α̂ satisfying dL

dα |α=α̂ = 0. The variance
of the parameter can be estimated using Rao-Cramer-Frechet inequality leading to:

σ̂α̂ ≥
(

d2 lnL

dα2

) ∣∣∣∣
α̂

,

where the equality holds for a large statistics. It can be interpreted as a value of σ̂α̂ for
which lnL(α̂± σ̂α̂) = lnL(α̂)− 1

2 when considering the Gauss distribution.
The maximum likelihood method has an advantage that it is unbiased for a large

number of data points N (meaning α→ α0 for a large number of events, where α0 is the
true value of the parameter) and efficient (

〈
(α− α0)2

〉
is small for large N) [63].

5.3.2 MINUIT

MINUIT [66] is a common tool for likelihood or χ2 fits used in High Energy Physics.
Since most likelihood problems cannot be computed analytically, such tool is necessary to
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Figure 5.5: Number of additional tracks within |z0 sin θ| < 1 mm from the dilepton vertex
for events passing the preselection and pllT > 30 GeV requirement.

perform numerical computations of the likelihood minimization. Since more local minima
can exist, it is useful and almost necessary to estimate the initial values of the parameters.
This could in our case be result from previous analyses or a theoretical prediction.

The MINUIT uses function MIGRAD to find the minimum. There are then two
ways to estimate the uncertainties. First is HESSE, which produces symmetric errors
through parabolic extrapolation at minimum and is based on the Rao-Cramer-Frechet
inequality. The second method is MINOS, which searches for points where lnL(p±σ) =
lnLmin + 1

2 . The second method is slower but more precise and can produced asymmetric
error. Example of situation where this can lead to significant difference is in Figure 5.6.
The tool also computes correlation coefficient and allows for multidimensional fits.

5.3.3 Drell-Yan Z → ττ and inclusive W+W− estimation

Distribution of events as a function of pllT before and after the likelihood fit can be found
in Figure 5.7. The fit was done for the Drell-Yan and inclusive WW and the uncertainties
were derived using the MINOS method.

The derived scaling factors are found to be:

• Drell-Yan Z → ττ : SZ→ττfit = 0.861± 0.035

• Inclusive W+W−: SIncl.W+W−
fit = 1.007± 0.062

These factors are applied in the Monte Carlo after the signal selection and the uncertainty
contributes to the systematic uncertainty of background modelling.

5.4 Size of dissociative contribution

As was mentioned earlier, there is no Monte Carlo available capable of generating the
dissociative component of the exclusive WW production. To compensate for its absence,
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Figure 5.6: Comparison of error estimation through HESSE and MINOS errors. Taken
from [64].

the exclusive Monte Carlo is scaled by a factor measured in data. The factor represents
fraction of events contributing in the dissociative channels. Additionally, beforehand men-
tioned survival factor, which takes into account possible strong interaction taking place
aside the photon one, needs to be assessed.

These factors can be determined together using the photon-induced dilepton produc-
tion, the only other exclusive diphoton process with a sufficient yield. Also, its dissociative
component is available, which is useful in case of validation studies.

A region with similar kinematic properties to the signal selection must be used. One
cannot simply study the exact same final state for following reasons:

1. Neutrinos from WW decay carry away part of the energy and momentum. Therefore,
the invariant mass of the dilepton pair in WW is not equivalent to the invariant mass
of the photons. This is only the case for the exclusive dilepton production.

2. The W has much larger mass then any of the relevant leptons. Hence, in order to
produce two W bosons, the invariant mass of the γγ system has to be equivalent to
two masses of W : mγγ > 2 ×mW ≈ 160 GeV. For the production of dileptons the
invariant mass of γγ is the same as the mass of the dilepton pair mll = mγγ .

From those conditions it is clear that one cannot use the same selection as in the
diboson analysis to described the same phase-space. But one can get sufficiently good
approximation with the following requirements:

• Selection for leptons as is used in the diboson analysis

• ∆Z requirement and exclusivity veto to isolate the dilepton process

• The invariant mass of the dilepton system mll > 160 GeV

This selection is very similar to the one used in the dilepton analysis (see Chapter 7)
except for the absence of the pllT < 1.5 requirement.
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Figure 5.7: Distribution of events as a function of the transverse momentum of the dilepton
system after preselection and the requirement on 1-4 additional tracks in the proximity of
the dilepton vertex. On the left is distribution before the fit in the control region, on the
right after.

After this selection, one simply measures the yield in data Ndata and subtracts back-
ground (Drell-Yan) NDY, which is determined from Monte Carlo. The scale factor is then
simply:

Sexcl =
Ndata −NDY

Nexcl
,

where Nexcl is contribution of the signal Monte Carlo (excl. γγ → ll). This value was
derived using the µµ channel and is found to be Sexcl = 3.39± 0.23.

The scale factor is studied as a function of several variables. For example, an invariant
mass dependence was derived. Within the statistical uncertainties no change with the
mass is observed above mll > 160 GeV, as can be seen in Figure 5.8.
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Figure 5.8: Exclusive sample scale factor as a function of the invariant mass mll.



Chapter 6

Results and systematic
uncertainties

Every correction and selection, described in previous chapters, comes with some uncer-
tainty, which needs to be considered in the discussion of the results. They are divided in
two parts: uncertainties of ATLAS tools and analysis-specific uncertainties.

In Section 6.2, the differential distributions are shown to demonstrate the level of
modelling of data. The chapter ends with derivation of the cross-section and discussion of
the results.

6.1 Systematic uncertainties

Systematic uncertainties are with few exceptions treated in the following way: Some aspect
of analysis, e.g. some weight, is varied to emulate change by ±1σ. Difference in comparison
to the original (nominal) distribution is then taken as a systematic uncertainty. Since
most systematics are varied in two directions, there are up and down variations, leading
to asymmetric uncertainties. Individual uncertainties are then summed in quadrature to
get total uncertainty.

6.1.1 Pile-up reweighting uncertainty

The biggest contribution from the systematic uncertainties provided by the ATLAS group
is from the pile-up reweighting. As was already noted in Section 4.3, the nominal value of
the correction has poor agreement with data. The uncertainty is assessed from variation
of the data scale factor.

6.1.2 Luminosity uncertainty

The luminosity uncertainty originates from the precision of the van der Meer scan and its
recommended value is 3.4% [68].

6.1.3 Muon related uncertainties

Efficiency Scale Factors: Each scale factor used to correct the muons has some
statistical and systematic uncertainty. The effect on the results is obtained by varying
the scale factor by 1σ for all the uncertainties. This concerns scale factors from trigger
efficiency, reconstruction efficiency and isolation efficiency.
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Momentum scaling: The factor used to scale the momentum is varied within its uncer-
tainty.

Momentum resolution: The smear factor used on the muon is smeared by 1σ. This is
done independently for track from Inner Detector and from the Muon Spectrometer.

6.1.4 Electron related uncertainties

Efficiency Scale Factors: Similarly to the case of muons, each electron scale factor
- reconstruction, identification, isolation and trigger - is varied based on its uncertainty.
However, contrary to muon case, electron efficiencies are divided into several pT and η
regions, also differentiating between correlated and uncorrelated systematics.

Energy scaling and resolution: Once again the energy scaling factor and resolution is
varied based on its uncertainty. The uncertainties are studied in several pT and η regions.

6.1.5 Track related uncertainties

Track Reconstruction Efficiency: The biggest uncertainty of the track reconstruction
comes from the limited knowledge we have about the material in the detector. Hence, in
order to assess the uncertainty in the modelling of tracks, material of the Inner Detector
is scaled and difference in the efficiency is determined. The obtained uncertainty is propa-
gated to the analysis by randomly removing tracks based on the difference. The variation
of results compared to the nominal distributions determines the systematic uncertainty.

Fake rate: The uncertainty of the contribution of fake tracks can be quite large (124%
in our case) and its only thanks to their rare occurrence that they do not significantly
contribute to the overall uncertainty. The effect is once again determined by randomly
removing tracks based on the difference between nominal and scaled efficiency.

6.1.6 Uncertainties of analysis-specific methods

Here, the analysis specific uncertainties are summarized:

Exclusive efficiency: Since the statistical uncertainty is negligible, the considered un-
certainty includes only the bias of the method used to derive the efficiency. It is derived
in Monte Carlo and found to be 1.6%.

Background modelling: The uncertainty of the fit is taken as a systematic uncertainty
of the Drell-Yan and inclusive WW scale factor.

6.2 Final distributions

The signal is studied after the final selection described in Section 4.2. Number of events
after each selection stage (preselection, pllT > 30 GeV and exclusivity veto) can be found
in Table 6.1. In the signal region, the Monte Carlo predicts 63.7 events and we observe
62 events in data.

The main distributions in the signal region can be found in Figure 6.1 and 6.2. They
show a good agreement between data and Monte Carlo within the statistical uncertainties
of the measurement, not only in the total yield but also in the differential dependence. The
dominant background is inclusive WW production with small contribution from Drell-Yan
process.

A slight disagreement can be seen in 6.2b for 0 < η < 0.5, but the difference is still
within 2σ of statistical uncertainty and therefore not in any way significant.
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Figure 6.1: Final distributions after the full signal selection as a function of (1a) invariant
mass, (1b) transverse momentum of the dilepton system, (2a) muon transverse momentum
and (2b) muon pseudorapidity. The grey shading represents statistical uncertainty of
Monte Carlo, while the black vertical lines are statistical uncertainties in data.



6.2. FINAL DISTRIBUTIONS 61

Preselection pllT > 30 GeV Exclusivity veto

Drell-Yan 50060 9830 2± 2
tt̄ 269980 23625 0.63± 0.45
Inclusive WW 25020 17970 25.6± 5.7
Exclusive WW 76.45 60.21 35.46± 0.19

MC total 345140 264110 63.7± 6.0
Data 364329 281574 62

Table 6.1: Number of events for all relevant Monte Carlos and data after each selection
stage. The values are rounded to two significant digits of the corresponding statistical
uncertainty.
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Figure 6.2: Final distribution after the exclusive selection as a function of (1a) electron
transverse momentum and (1b) electron pseudorapidity. The grey shading represents
statistical uncertainty of Monte Carlo, while the black vertical lines are statistical uncer-
tainties in data.
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6.3 Cross-section extraction

In order to determine the cross-section, one must use Monte Carlo to determine the size of
detector effects on measured observable and correct the measured data. To minimize the
reliance on the MC, the cross-section is measured in a fiducial region which is kinematically
close to the final selection.

6.3.1 Definition of fiducial region

Definition of the fiducial region reflects restrictions imposed by the triggers and detector
acceptance:

• Leading lepton: plT > 27 GeV

• Sub-leading lepton: plT > 20 GeV

• Electron: |ηe| < 2.47

• Muon: |ηµ| < 2.4

• eµ, exactly two leptons, opposite sign

• Dilepton: mll > 20 GeV, pllT > 30 GeV

where the last point reflects the kinematic selection used in the analysis to suppress the
background. The definition does not contain the requirement on particle activity, since
we assume that the exclusive component contains only the two leptons.

The exclusive W+W− Monte Carlo is used to determine event selection efficiency εeµ,
which accounts for effects of the detector, e.g. trigger and reconstruction efficiencies of the
leptons. It is simply defined as a ratio of reconstructed events with the complete selection
except the exclusivity veto N reco

pre−excl. and number of true events which are in the fiducial

region N truth
fid. :

εeµ =
N reco

pre−excl.

N truth
fid.

.

The exclusive selection is not included in εeµ, since we are able to determine exclusive
efficiency in data.

6.3.2 Fiducial cross-section

Finally, all factors necessary to extract the cross-section are available. The cross-section
in the fiducial region is calculated using following formula:

σData,fid.
γγ→W+W−→e±µ∓ =

Ntot −Nbkg

Lint · εeµ · εexcl
,

where:

• Ntot = 62.0± 7.9 (stat) is a total number of observed events in data,

• Nbkg = 29.0± 6.0 (stat)± 1.9 (syst) is number of simulated background events,

• εexcl = 0.555± .009 (syst) is exclusive efficiency measured in data. It has a negligible
statistical uncertainty smaller than 0.0001.
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Source of uncertainty Relative uncertainty

Pile-up reweighting 1.2%
Luminosity 3.4%

Muon related 0.8%
Electron related 0.7%

Track related 0.2%
Exclusive efficiency 1.6%

Background modelling 7.3%

Total systematic 8.4%
Statistical 30.1%

Total uncertainty 31.2%

Table 6.2: Summary of all contributions to the total uncertainty of the fiducial cross-
section, divided into the most important categories.

• εeµ = 0.462 ± 0.005 (stat) ± 0.008 (syst) is the selection efficiency, a ratio between
measured events before exclusivity veto and total number of event in fiducial region,

• Lint = 33.3± 1.2 (syst) fb−1 is total measured integrated luminosity.

Putting all these numbers together, one obtains measured cross-section:

σExcl.,fid.
γγ→W+W−→e±µ∓ = 3.9± 1.2 (stat)± 0.4 (syst) fb

There is no detailed study of the uncertainties for the theoretical cross-section, but pre-
liminary value is derived using:

σH7,fid.
γγ→W+W−→e±µ∓ = σfid.

H7 Sexcl,

where σfid.
H7 is the prediction of the signal Monte-Carlo Herwig 7 [51] in the fiducial region

and Sexcl = 3.39 ± 0.23 is the scale factor accounting for survival factor and dissociation
obtained from data.

One then gets:

σH7,fid.
γγ→W+W−→e±µ∓ = 3.85± 0.02 (stat)± 0.37 (syst) fb,

where the source of uncertainty is currently only reflecting the uncertainty of the scale
factor and exclusive efficiency and it is underestimating contribution of other factors.

6.3.3 Summary of uncertainties

Contribution of all uncertainties is summarized in Table 6.2, with total systematic uncer-
tainty being 8.4%. The dominant contribution comes from background modelling, followed
by pile-up reweighting, luminosity and exclusive efficiency. In contrast, track related un-
certainties are negligible.

The statistical uncertainties amount to 30.1%, with total uncertainty being 31.2%.

6.4 Discussion of the results

The cross-section was measured in fiducial region defined by detector acceptance and
kinematic selection. After application of all corrections, the measured cross-section is in
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agreement with the predicted cross-section within the total uncertainty. The agreement
is also visible in the differential distributions shown in Section 6.2.

The total uncertainty is around 31% and is dominated by the statistical uncertainty
in Monte Carlo and data. Still, the analysis has 3 times more events than the previous
measurement at 8 TeV and the overall uncertainty is smaller and it therefore provides
good additional validation of the Standard Model. The uncertainty will be reduced when
Monte Carlo production with larger statistics is available. Furthermore, an optimization
of selection could improve signal to background ratio.

Additional data taking could also lead to further improvement of the precision; how-
ever, with larger pile-up the signal will be more suppressed due to lower exclusive efficiency.
Furthermore, it could be more difficult to constrain background with larger pile-up.



Chapter 7

The photon-induced dilepton
measurement

In this chapter, analysis of exclusive dilepton production at 13 TeV is presented. Advan-
tage of this photon-induced process is that it has high yield and is easy to select, since
there are only two leptons in the final state. Those leptons are mostly back-to-back due
to low virtuality of the interacting photons.

Because of the easy selection of the dilepton production, it is useful as a standard
candle of the exclusive measurements. Aside from confirmation of the Standard Model,
study of the dilepton final state is used to determine the survival factor and its dependence
on kinematics.

The analysis considers only data recorded during the 2015 run at 13 TeV. The con-
ditions at the time allowed to use triggers with a low threshold on lepton pT. It was
therefore possible to study the dilepton production at lower values of pT and lower dilep-
ton invariant mass mµµ. It was also possible to study differentially the cross-section as a
function of mµµ. The analysis only studied dimuon final state.

Aside from me, the 13 TeV analysis was performed by a small group of four people
and is summarized in ATLAS internal note [69] and paper draft [70]. I contributed mainly
to the following parts of the analysis:

• Validation and studies of exclusive photon-induced Monte Carlo

• Preliminary extraction of the survival factor

• Derivation of trigger efficiency in Monte Carlo and its validation

The goal of this chapter is therefore to summarize the analysis with the emphasis on
aspects of the analysis I worked on.

The dilepton measurement is in many ways similar to the diboson analysis. The final
state particles are the same, the main difference being that the leptons in the final state
of the dilepton analysis must have the same flavour and there is no momentum carried
away by the neutrinos from W decays.

The first stage of the analysis includes lepton preselection, used mainly for studies and
validation of various MC corrections. To isolate the signal, an exclusive selection is used,
which requires no tracks in vicinity of the dilepton vertex. After isolation of the signal, it
was possible to study the survival factor and determine the cross-section.

To avoid duplication of text, aspects of the analysis which are the same or similar to
the diboson analysis are only shortly mentioned and appropriate section in the diboson
part is cited if necessary.

65
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Figure 7.1: (a) Invariant mass mµµ and (b) acoplanarity distributions after preselection.

7.1 Overview of Monte Carlo generators

The elastic component of the γγ → l+l− was generated using Herwig++ [55], the single-
dissociative was done with LPair 4.0 [56] and the double dissociative with Pythia 8 [53].
Unlike the diboson analysis, the dilepton measurement considers the dissociative contri-
bution to be a background.

One of my responsibilities was to test production of the elastic and double dissociative
component of the Monte Carlo. For the latter, several configurations of the Monte Carlo
were studied.

Another significant background to the elastic component is the Drell-Yan process with
dimuon final state and tt̄ production, both generated using PowHeg [52] interfaced with
Pythia generator [53].

7.2 Preselection

First, events which were not properly recorded or have no defects in terms of quality are
omitted from the analysis. Then, several dimuon triggers are used:

• Trigger requiring two muons with pT > 10 GeV used for events with mµµ > 30 GeV.

• Trigger requiring two muons with pT > 6 GeV used for events with mµµ < 30 GeV.

Trigger with pT > 4 GeV was also studied but its contribution to the total number of
events was negligible and it was therefore omitted.

Muons are selected using the selection described in Section 4.2.1, where the selection
on transverse momentum is changed to pµT > 6 GeV. Finally, two selected muons with an
opposite charge are required.

Distributions of data and signal and background Monte Carlo generators are displayed
in Figure 7.1. Aside from the fact that the Monte Carlo predictions are in good correspon-
dence with data, one can also notice a concentration of exclusive events in lower values of
acoplanarity (aco = 1 − |∆φµµ|/π) thanks to the fact that the two leptons are produced
back-to-back. The exclusive events form only a negligible portion of the events and careful
selection needs to be implemented to select events of interest.
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Figure 7.2: Invariant mass mµ+µ− after (a) exclusivity veto and (b) cut on pµ
+µ−

T < 1.5
GeV.

7.3 Exclusive selection

The background after the preselection is dominated by processes which are accompanied
by an additional particle production. Since the signal only produces two leptons, it can
be isolated using selection on this additional activity.

The exclusive selection requires only events with no additional particle within 1 mm
from the dilepton vertex. Distribution of the invariant mass after the selection can be found
in Figure 7.2a. The distributions are now dominated by exclusive and single-dissociative
components aside from the peak at mass of the Z boson.

7.4 Additional selection

Another useful property of the exclusive dilepton production is that the leptons are typ-
ically back-to-back. Signal events are therefore concentrated at lower values of dilepton
transverse momentum and at lower values of acoplanarity.

Requiring pµµT < 1.5 GeV or aco < 0.008 leads to good isolation of the signal. We
used selection on the transverse momentum, the dimuon invariant mass spectra after its
application can be found in Figure 7.2b.

The background is now dominated by the single-dissociative component and by the
Drell-Yan contribution in the Z mass region. It is therefore useful to exclude the region
70 < mµµ < 105 GeV from the analysis, making the Drell-Yan contribution negligible.
The single dissociative component is a non-reducible background. Most of the components
of the proton dissociation are outside the kinematic range of the ATLAS detector and
from the standpoint of the experiment the single-dissociative component is experimentally
indistinguishable.

7.5 Dimuon trigger modelling

One of the corrections applied to MC is the trigger scale factor, which compensates for
difference between trigger efficiency in data and Monte Carlo. While for the high-pT
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trigger the corrections was determined centrally by muon performance group, in case of
the low-pT triggers it had to be derived. First, the trigger efficiency in data and Monte
Carlo is determined. The scale factor is then taken simply as a ratio of these efficiencies.

The procedure used to determine an efficiency of a dimuon trigger is to derive trigger
efficiency of a single muon εmatch,µ(pT, qη) (where q is the charge of the muon). The
dimuon trigger efficiency is then defined as:

εtrig,dimuon = εmatch,µ(pT,1, q1η1) · εmatch,µ(pT,2, q2η2) · C

where C is a correlation factor. Effect of the correlation is only significant if the two
muons are close to each other and there is an overlap of information used by the trigger.
For muons separated by a significant distance this factor is simply 1. Since in the analysis
the muons are back-to-back, this is a very good approximation.

7.5.1 Tag-and-probe method

The Tag-and-probe is a method often used at the LHC to derive efficiencies of various
objects of interest. They take advantage of decays of particles. In case of two muons, this
can be for example J/Ψ, Υ or Z resonance.

The idea is to use a pair of leptons originating from the resonances (this is achieved
by a requirement on the invariant mass of the leptons) where one muon has to pass some
additional requirement (e.g. some trigger). This muon is called tag, because it is used to
tag events which are used to determine the efficiency.

The second muon is called probe and is used to probe the studied property. Due to the
requirement on the invariant mass and on the tag muon, the probe muons mostly originate
from the resonance decay. One therefore has muons without significant contamination of
the sample from fake and secondary muons. When studying trigger efficiency, one simply
studies probability of the probe muon passing requirement of the trigger.

For this study, a tool made by Dai Kobayashi was used (more information can be found
in [62]) and the efficiency was derived for trigger HLT_mu6 (which requires one muon with
pT > 6 GeV). J/Ψ was used as the resonance particle, where the two muons were required
to have invariant mass within 100 MeV of J/Ψ mass. Upsilon resonance was used as a
cross-check.

The tag muon was then required to pass a trigger requiring pµT > 4 GeV. The efficiency,
taken as a function of muon pT and qη, is then the fraction of matched probe muons and
all probe muons:

εHLT mu6(pT, qη) =
Npass
probe(pT, qη)

Nall
probe(pT, qη)

The whole process is slightly complicated by the fact that for large energies of the J/ψ
the resulting muons are really close to each other and in order to eliminate correlation when
information from both particles is overlying (which is a situation not applicable to our anal-
ysis, where the muons are back-to-back), a selection on distance ∆R =

√
∆η2 + ∆φ2 > 0.2

is introduced.

The resulting efficiency for Monte Carlo and data is in Figures 7.3 and 7.3b. The
efficiency is in both cases lower for muons with lower values of pT. There are significant
drops in efficiency in regions with detector imperfection (e.g. there is a gap in the muon
spectrometer for η = 0).

Finally, ratio of data- and MC-trigger efficiencies gives the necessary scale factor, which
can be found in Figure 7.3c. A larger difference between data is found for central values

HLT_mu6
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Figure 7.3: Trigger efficiency of HLT_mu6 derived using (a) Monte Carlo, (b) data. (c)
scale factor, taken as ratio of data and Monte Carlo trigger efficiencies.

of pseudorapidity, where the difference is around 10% and in low values of pT. The largest
difference is found at low-pT region at η = −1.

7.5.2 Inclusive trigger efficiency

In order to validate the results determined using Tag and Probe, an alternative method
was used. It uses more simple and direct approach. Using the same events as used in
previous case, one muon is checked whether it fired the trigger. Ratio of events where the
muon fired the studied trigger and all selected events is then taken as the efficiency.

This method is not as robust as the TaP method, since it is more sensitive to e.g. fake
muons, but still it gives compatible results, as can be seen in Figure 7.4. This method is
only used in Monte Carlo and not data, since MC does not contain background.

7.5.3 Systematic uncertainties

Two sources of systematic uncertainties were studied:

Mass window variation: The size of the mass windows used to select muon pairs

HLT_mu6
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Figure 7.4: Ratio of inclusive and TaP trigger efficiencies for the HLT_mu6 trigger.

is expanded by additional 100 MeV, which leads to higher contribution of background.
Effect on the results is found to be at most 0.5%.

Alternative application: Instead of application of the scale factor as a function of pT

and qη, it is applied as a function of φ and qη. The difference in the measured cross-section
is taken as an additional uncertainty and is found to be 0.9%.

7.6 Results

The full sample from 2015 run has integrated luminosity of 3.21 fb−1 with relative un-
certainty 2.1%, comparable to 7 TeV. However, 3 times more events are observed, since
the low pT muon triggers were included. This results in more precise measurement and
possibility to study kinematic properties of the survival factor.

The survival factor was measured by a likelihood fit for the phase-space identified by
the pµµT < 1.5 GeV requirement, where the fit is done in acoplanarity. The survival factor
was found to be:

Sexcl
γγ→µµ = 0.883± 0.020 (stat).

Control distributions with applied scale factor can be found in Figure 7.5, showing good
differential agreement between data and Monte Carlo.

7.6.1 Systematic uncertainties

Full discussion of the systematic uncertainties is outside the scope of this thesis. Main
contributors are:

Muon related contribution comes mainly from uncertainties of the scale factors and
contribute 1.6% to the total systematic uncertainty.

Modelling of exclusivity veto uncertainty comes from uncertainty of the exclusive
efficiency and its effect on the cross-section is 1.2%.

Luminosity uncertainty comes from the van der Meer scan and contributes 2.1% to the
total uncertainty.

The total systematic uncertainty of the measurement is found to be 3.2%.

HLT_mu6
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Figure 7.5: Control distributions of (a) muon transverse momentum and (b) muon pseu-
dorapidity after exclusive selection, with the exclusive dilepton Monte Carlo scaled by the
survival factor.

7.6.2 Cross-section

The cross-section is measured in the following fiducial region:

• 12 GeV < mµµ < 30 GeV, with pµT > 6 GeV, |η| < 2.4

• 30 GeV < mµµ, with pµT > 10 GeV, |η| < 2.4

The pT selection is mainly driven by the triggers, while the η is limited by the geometry
of the detector.

The cross-section for given fiducial region is determined using the following formula:

σexcl =
Nobs −Nbkg

Lint · εµµ · εexcl ·Aµµ
,

where Nobs is the number of observed events, Nbkg is the number of background events
(estimated from MC after application of survival factor), the Lint represents the integrated
luminosity. εµµ stands for the efficiency to reconstruct dimuon pair and it accounts for
muon reconstruction efficiency, trigger efficiency etc. The εexcl accounts for reduction of
events due to the exclusive selection and Aµµ is the same but for the remaining selection
(Z mass peak removal, pµµT < 1.5 GeV).

In our case those values are:

• Nobs −Nbkg = 3880± 90 (stat.)

• Lint = 3.19± 0.07 fb

• εµµ = 0.405± 0.007 (syst.)

• εexcl. = 0.794± 0.012 (syst.)

• Aµµ = 0.964
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Putting everything together one arrives at a cross-section:

σexcl. fid.
γγ→µ+µ− = 3.22 ± 0.07 (stat) ± 0.10 (syst) pb.

The theoretical cross-section of EPA corrected for absorptive effects [71] is then found to
be: σEPA, corr.

γγ→µ+µ− = 3.14 ± 0.05 pb, a value compatible with the measured results. The cross-

section was also derived using SuperChic2 generator [72]: σSC2
γγ→µ+µ− = 3.45 ± 0.05 pb.

7.6.3 Differential cross-section

Since the 2015 data provide a sufficient yield, it is possible to study the cross-section
differentially.

A formula used to define the cross-section is:(
dσexcl.

γγ→µ+µ−

dmµµ

)
i

=
(Nobs −Nbkg)i

Lint · εexcl. · εµµi ·A
µµ
i · (∆m)i

. (7.1)

where i refers to i-th mass bin. The variables are similar to the case of total cross-section,
but measured as a function of mass. (Nobs − Nbkg)i is the number of measured signal
events, εµµi is the efficiency, εexcl.

i the exclusivity efficiency and Aµµi is the acceptance
factor. Finally, (∆m)i is width of the mass bin.

The measured cross-section as a function of the invariant mass can be found in Figure
7.6, together with several predicted values. The EPA prediction with absorptive effects
from Ref. [71] is in good agreement with the measured values up to mµµ = 30 GeV, while
the SuperChic prediction [72] deviates quite a lot in that region.
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Figure 7.6: The differential cross-section of the exclusive dilepton production a a func-
tion of the dimuon invariant mass. Aside from measured cross-section, predictions by
SuperChic2 Monte Carlo and by EPA with absorptive effects are also displayed.



Summary

Study of the photon-induced processes is an important as a test of the Standard Model
and can be also used for beyond Standard Model searches. In this thesis, two processes
are considered. The measurements were performed with ATLAS at the Large Hadron
Collider at center-of-mass energies

√
s = 13 TeV. Primary focus of the thesis is analysis

of exclusive production of WW with eµ in final state, where I contributed the most. The
second analysis deals with the exclusive production of two muons in the final state. The
description of the analysis is emphasising personal contribution to the analysis.

Necessary theoretical background was presented in the first chapter, focusing on the
Standard Model and photon-induced processes. This was followed by a description of
equivalent photon approximation in Chapter 2. The approximation provides a framework
to calculate photon-photon interactions in collisions of charged particles. It also reviewed
previous measurements of the γγ → l+l− and γγ →W+W− productions.

In the third chapter, the ATLAS detector is described in detail and includes a short
description of the lepton reconstruction strategy.

Discussions of the diboson measurement spans Chapters 4-7. The strategy used in
diboson analysis is outlined in Chapter 4. Data and Monte Carlo production used in the
analysis are introduced, together with general corrections of Monte Carlo. The signal
is isolated based on track activity in proximity of the dilepton vertex. Analysis-specific
corrections of Monte Carlo are presented in Chapter 6. They are mainly designed to
constrain the background and to estimate the fraction of the signal for the absence of
dissociation and of the survival factor.

Chapter 7 shows results of the analysis and summarizes systematic uncertainties con-
tributing to the final measurement. Differential distributions are presented, which show
good compatibility between data and Monte Carlo. The measured fiducial cross-section is
found to be σExcl.,fid.

γγ→W+W−→e±µ∓ = 3.9 ± 1.2 (stat) ± 0.4 (syst) fb. It is in agreement with

the theoretical prediction σH7,fid.
γγ→W+W−→e±µ∓ = 3.85± 0.02 (stat)± 0.37 (syst) fb .

The final chapter summarizes the dilepton analysis. My contribution to the measure-
ment is mainly Monte Carlo validation and low-pT trigger scale factor determination. The
survival factor, which describes reduction of the cross-section due to additional interaction
between the protons, is found to be Sexcl

γγ→µµ = 0.883 ± 0.020(stat). This leads to cross-

section of exclusive dimuon production σexcl. fid.
γγ→µ+µ− = 3.22 ± 0.07 (stat) ± 0.10 (syst) pb,

which is in agreement with predictions σEPA, corr.
γγ→µ+µ− = 3.14 ± 0.05 pb and σSC2

γγ→µ+µ− =
3.45 ± 0.05 pb. Differential cross-section is presented as well.
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Appendix A - Additional
preselection figures

Additional distributions of data and Monte Carlo after the preselection described in Sec-
tion 4.2. In Figure 7.7 are distributions of invariant mass and dilepton pT fo the µµ
channel. Figure 7.8 presents properties of the electron and muon from the eµ pair.
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Figure 7.7: Distributions of data and Monte Carlo as a function of a) invariant mass and
b) leading electron pT for µµ channel after the preselection.
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