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Preface

One of the main goals of physics is to give an answer to a question - what are we made of? As
technology improves we got an ability to study smaller and smaller pieces of our world, revealing
that matter is made of atoms, atoms are made of their nuclei and electrons and so on. Nowadays
modern detectors gives us an opportunity to measure the distribution of quarks and gluons inside
hadrons. This report should give us a better understanding of data taken at LHC facility during
ultra-peripheral lead-lead collisions in 2011 and help us to prepare a new measurement with the
data to be taken at the end of 2015.

In this report we focus on events, where only one J/1 meson was created in the collision of
lead ions and decayed to a muon pair. Our main interest is to calculate cross section dependence
of such process on transferred momentum ¢, when the J/1 was created at mid-rapidity. Data have
been already analysed by ALICE and cross section dependence on rapidity y was calculated [I].
Results were compared to several models and came up with that only those with mild shadowing
could successfully described the measure data. The dependence of cross section on ¢ maps the
gluon distribution on the impact parameter plane. Its measurement will help to constraint even
more the models and will yield a new understanding of the gluon distribution in lead nuclei.

A brief look at a physics relevant for this measurement is mentioned in Chapter 1 - Intro-
duction. In the next chapter, which is focused on theory, we explain, what are ultra-peripheral
collisions, the J/1 particle, kinematic variables used and how we calculate the cross section.
Because a lot of work was done to analyse the data, we describe them and the whole work-flow
in the Chapter 3. The results with discussion are summed up in the Chapter 4. In Chapter 5
we described the work on a tool to compute the luminosity. This tool is of utility to the whole
Collaboration and in particular, will be useful to compute the luminosity for the measurement
we are interested in. The last chapter contains a summary.

vi
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Chapter 1

Introduction

1.1 Small-x physics

Parton distribution function (PDF) describes a distribution of quarks and gluons (partons) in
matter. Before turning on the LHC facility in 2009 the proton PDF was well known for so-called
Bjorken x and scale Q? as it was measured with high precision at HERA in Hamburg [2]. With
LHC we got an opportunity to study the PDF of lead nuclei at small values of x for perturbative
scales Q% and thus, one could be more sensitive to saturation effects if they are present at LHC
energies.

1.1.1 Fraction of momentum

In infinite momentum frame the Bjorken x is related to a ratio of the momentum carried by gluon

or quark in the nucleon (nucleus) to the total momentum of the nucleon (nucleus). A powerful

tool for studying PDF's at small x is deep inelastic scattering (DIS). Here, in high energy limit,
Q2

the z is related to transferred momentum via the centre-of-mass energy s as s ~ =-. In Fig.

one can see a distribution functions for quarks and gluons in a proton for a fixed Q>.

1.1.2 Gluon distribution function

The reason, why we want to compute a dependency of the cross section for the coherent produc-
tion of J/v on the transferred momentum ¢ is its connection with gluon distribution function in
Pb o ~ G2%(z,Q?), where Q? is related to the mass of the J/v and thus it is expected to be in the
perturbative regime. This distribution cannot be obtained by rescaling the gluon distribution
function according to its nucleon number N and proton number Z. With increasing centre-of-
mass energy we expect that there will be relatively more gluons in nucleus than in nucleon at
the same energies. But for Bjorken z below 0.1 so called shadowing appears and the ratio of
structure function of nucleus to structure function of proton decrease. This is an experimental
fact and also results of this paper could be used to explain this behaviour. An example of a
progression of this ratio is shown in Fig.

LHC provides collisions at higher energies, which gives as a better resolution in Q? for certain
x. The rapidity of the coherently produced J/v is related to the Bjorken-x. At mid-rapidity
the process is sensitive to z 1073 for Run1 energies and z 10~* for Run2 energies. The G(z, Q?)
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Figure 1.1: Parton distribution function for different partons.[3]

distribution does not carry information about the distribution of gluons in the plane transverse
to the interaction, the so called impact-parameter plane. Saturation models predict interesting
signatures in this plane. To access this information, we also need to measure the t-dependence
of the cross section at a given rapidity. As it will be discussed later, a J/1¢ meson with its mass
is an ideal particle to study this distribution.
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Figure 1.2: A ratio of cross sections of light nucleus and heavy nucleus. Data are obtained from
the HERMES experiment (Illustrational figure).[4]



Chapter 2

Theory

2.1 Ultra-peripheral collisions

An ultra-peripheral collision (UPC) is defined as a collision, where two projectiles with radii
R4 and Rp pass by with an impact parameter b larger then the sum of these radii. A sketch
of such collision is shown in Fig. Experimental high-energy physics uses projectiles with
radius of few femtometers. Therefore impact parameter is larger than the range of weak and
strong interactions and because the gravitational interaction is very small in comparison with
other forces, UPC are mediated by electromagnetic interactions. Hence, one can imagine these
collisions as an interaction of clouds of virtual photons, which surround our projectiles.

Any charged particle can be used as a projectile for UPC. But the number of surrounding
photons depends on the atomic number Z, so the intensity of interaction grows with Z2. From
this condition one can see an advantage of heavy-ion collisions for UPC. Nowadays, the physics
of UPC is studied at RHIC and LHC facilities using a variety of projectiles. In this report we
analyse lead-lead collisions at LHC at 2.76 TeV per nucleon pair. The goal is two-fold: on the
one hand to develop the tools to perform this measurement during Run2, where we will have
many more events at our disposal and the events will be at very small Bjorken-x and on the
other hand to evaluate if it is possible to perform this measurement, albeit with large errors,
using existing Runl data.

In general, two types of UPC can occur. One is called photon-photon collision and in this
case photons from mother nuclei interact with each other. As a result new particles appear (i.e.
't~ pairs or g7 pairs). However, due to law of conservation of total angular momentum a
creation of one vector meson cannot happen. For this we need more photons in the interaction
or the second type of collision; photon-nucleus collision. A diagram for such process is shown
in Fig. Here we can see one nucleus, which emits the photon. This nucleus doesn’t loose
much energy with respect to the other nucleus. Afterwards this photon fluctuates into a virtual
qq pair. This pair is a colour dipole, which interacts strongly with the second nucleus to produce
a vector meson. In this work we are interested in the case of the vector meson being a J/v¢
particle. The second nucleus contributes to the momentum for the created J/1 particle. This is
the transferred momentum ¢ between the initial and final nucleus acting as target. The subject
of this thesis is to evaluate the possibility of measuring the cross section of J /1) photoproduction
as a function of ¢ at mid-rapidity using the ALICE detector.

The exclusive photoproduction of vector meson is the subject of study of this thesis. We
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Figure 2.1: A diagram of ultra-peripheral collisions of two ions (proton number Z) with impact
parameter b. Reprinted from [5].

have two types of this production. Coherent one, where the photon interacts coherently with
almost all nucleons in nucleus (it couples with whole nucleus), or incoherent one, where the
photon interacts with single nucleon. In our analyses we can distinguish between these two
production types through the use of transverse momentum of the J/1, which is related to the
transverse size of the target. While the coherent production is characterized with low momentum
(pt = 60 MeV/c), the incoherent one is more probable in higher momentum (p; ~ 500 MeV/c)
[1]. In the first case, nucleus usually doesn’t break, but adding another photon interaction, we
can observe such decay. The second case photoproduces J/1 particles and brings an advantage
against photoproduction in forward region; no other particles are produced.

2.2 The J/¢y particle

A J/1 is a vector meson. Its main atributes are in Tab. States, which are composed of
cc quarks, are called charmonium and the J/v is related to its ground state. The whole family
can be seen in Fig. In Tab. are decay channels of the J/¢. We can see, that decays to
hadrons are the most probable one. Probabilities of decay to dileptons are almost the same (with
a little bit higher chance for ete™). Unfortunately, decays to hadrons are quite complicated and
it is difficult to reconstruct them. In this paper we focus only on ™ u~ channel, because when
muons propagates through detectors, they don’t irradiate as easily as electrons do and therefore
we should get a better resolution in |¢|.

The beauty of this meson is its sharp peak, which can be found at 3.1 GeV. This we can
compare with other vector mesons in the Fig. As we can see, J/1 is located in a high-
mass region and is made of charm quarks. This mass gives a scale that makes possible to use
perturbative QCD at small z. Adding the fact of very narrow peak and the possibility of high
energetic collisions, we can claim J/v to be very favoured particle for our analysis.
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Figure 2.2: A Feynmann diagram of lead-lead ultra-peripheral collision, which produces J/
particle. The ¢ stands for the transferred momentum. The ~ is a quasi-real photon emitted from
the Pb nucleus.

J/1¢ properties

Type meson

Composition charm quark and antiquark
Discovered 1974, SLAC and BNL
Mass 3.0969 GeV

Full width 92.9 keV

Jre 1

Charmeness 0 (hidden charm)

Table 2.1: Properties of the J/1 particle.

J/1¢ decay channels

Mode Fraction (T';/T)
hadrons (87.7 £ 0.5) %
ete” (5.971 + 0.032) %
i (5.961 + 0.033) %

Table 2.2: The main decay channels of the J/1 particle. Data taken from [9].
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2.3 Mandelstam variables

For studies of kinematic of high energy physics new variables have to be defined. Some of them
are so called Mandelstam variables. These are mostly used in scattering experiments, where we
have 2 particles before an interaction and 2 particles after. All together we have 3 variables,
which are labelled as channels (see Fig. and are defined by Eq. Their advantage is,
that they are Lorentz invariant. Also in center-of-mass system they have clear meaning. The
s-channel represents a square of the total energy of incoming particles. The t-channel reflects
the momentum transfer between incoming and outcoming particle. The u-channel has a similar
meaning. If we look again in the Fig. one can clearly see, why we are interested in t-channel.

s = (p1+p2)° = (p3+1pa)°,
t = (p1—p3)® = (p2 — pa)*, (2.1)
u=(p1 —]94)2 = (p2 —p3)2,

2.4 The cross section

A cross section is related to a probability of a particular event on an area. In particle physics is
usually meant as a measure of the probability of interaction between two particles. In this thesis
we study the dependence of the cross section on ¢ for a reaction

Pb+ Pb— Pb+ Pb(Pb*) + J/1.

As we discused above, this process describes an interaction with a photon, therefore we speak
about a photoproduction.
A total photoproduction cross section is

Oy = /dwnff)az(w), (2.2)

where we integrate a photon flux n(w) and a photonuclear cross section over energies w [6].
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We are more interested in the photonuclear cross section. Using the model introduced by
Adeluyi and Bertulani [7] we can write this cross section as

do
opey) = oo 2(y), (2.3)
t=0
where p 5 o
o 16m°asT’
ao _ st ee G 2\12 2.4
and

o)~ [ alrP (2.5)

tmin
Here T is the decay width to electrons, G 4(z, Q%) = gp(x, QZ)R’;(x, Q?), where g, is the gluon
PDF in the proton and R‘; is the nuclear modification factor of the gluon distribution and

tmin(y) = ( 4% 2L )2 with 77, the Lorentz boost of photon source. F(t) is the nuclear form factor.
In our case we take the form factor as the Woods-Saxon distribution approximated as a
convolution of a hard sphere and Yukawa potential with the range » = 0.7 fm [I3]. Then the

form factor looks like

_ Ampo [sin(qRA) — qR4cos(qRA)

F(qg = t
(q | |) A3 1+ a2¢?

B (2.6)
where A is atomic number, pg is the nuclear density of the hard sphere, R4 is the radius of the
nucleus and a is the range of the Yukawa potential.

Puting all things together the photonuclear cross section we are using have the form

do(v+A—=V+A)

o = NORM|F(t)? (2.7)

with NORM standing for the normalization of the function.
More general way is to neglect the range of the interaction and as a form factor use exponential
function

F(t) = e™, (2.8)

where b corresponds to a transversal nuclear size as b = %RQ.
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Implementation

3.1 The analysis

To study the cross section of production of vector meson in UPC we have to choose a good data.
An opportunity to measure such events at nowadays highest energy possible (at LHC facility)
appeared in 2011. That year several runs with Pb-Pb collisions were set-up for ultra-peripheral
collisions. The data we analyse were prepared in AOD train number 156. This root file contains
a J/1 tree with 1 135 296 events and 1 (2S) tree ready for further analyse.

Besides this data also Monte Carlo simulations (MC) were used. Three root files were made.
One represents events, where J /v particle was produced coherently, another one is for incoherent
production and the last one contains vy — up events, which stands for the background. All of
them have 2 trees identical with the measured data. Moreover both trees have two branches.
One stands for generated particles and another one consists of data for reconstructed tracks.

3.1.1 Data selections

In order to find out the right events to fit, we had to apply additional selection criteria. We used
three different types of selections. For measured data we used following cuts:

e all detectors worked properly

e event has been triggered with CCUP4

e nothing in VO

e 7ZDC energy < 500 GeV

e both particles are p within 40 identified by their energy loss (TPC)
e tracks have opposite charge

e criteria for Good Track are the following

— track exists
— filter bit 0 set

11



CHAPTER 3. IMPLEMENTATION

Cut Events
no cut 1 135 296
trigger 1135 296
VO 605 481
ZDC 203 051
TPC 172 399
opposite charge 119 602
Good Track 119 602
Mass 364

Pt 298

Table 3.1: Number of selected events for measured data.

— track in TPC has at least 50 clusters
— at most x2 of 2 per degree of freedom
— a point in SPD (a part of ITS)

e mass is between 3.0 GeV and 3.2 GeV

o p; < 0.13 GeV

track has been refitted with TPC and ITS

12

Reason for some selections are straightforward. We will mention only the condition for ZDC,
which ensures that less than one neutron appeared in our selected processes and cut of transverse
momentum, which exclude the region where diffraction peaks in the coherent production appear
(see below). An impact of these criteria on the number of events can be found in the Tab.
At the end we have 298 candidates for further studies. This number of candidates correspond to
those found in the independent analysis performed for [I].

For MC simulations we have two different selection criteria. One for generated particles and

the second one for reconstructed tracks. For generated sample we used this criteria:

e at least 2 generated particles
e rapidity of pTpu~ < £0.9

e p; < 0.13 GeV

e both generated particles are u

The effects of the cuts is in the Tab. 3.2

The last selection criteria were used for reconstructed tracks and are listed here:

e exactly 2 tracks have been reconstructed

e application of the same selection criteria as for generated particles
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Cut Events

no cut 1 382 193
2 generated particles 1 381 792
rapidity 1 249 818
Pt 1215114
both muons 1 215 086

Table 3.2: Number of selected events for MC Coherent sample - generated particles.

Cut Events
no cut 341 700
2 reconstructed tracks 170 850
criteria for generated particles 163 074
trigger 163 074
VO 163 036
ZDC 162 877
TPC 161 030
opposite charge 161 030
Good Track 161 030
Mass 160 793

Table 3.3: Number of selected events for MC Coherent sample - reconstructed tracks.

e application of the same selection criteria as for measured data

As one can see, they are composed of criteria introduced before. The reason, why we include
criteria for generated particles, is to avoid wrongly simulated events, where i.e. 2 reconstructed
tracks were made, but 2 generated particles weren’t. Because we want to use MC simulation to
find the best fitting model, we had to inherit the same selection criteria as for measured data as
well. Impact of this selection process on the number of events is in the Tab.

We have to denote, that numbers of events of MC Coherent sample differ from the incoherent
and background ones. In fact, these numbers have only informational character and we will not
introduce all of them here.

3.2 A work-flow

In this paragraph we will briefly describe each part of the analyse we did. The conclusion and
results of this will be presented later.
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3.2.1 Basic plots

In the beginning of our analyse we had to decide, which selection criteria we will use. For this
reason it is crucial to study some basic distributions. Our main goal is to study J/v¢ particle,
so we have to constrict a mass sector of our data. For this we looked at the mass distributions.
These can be found in Figs. [3.1] and 3.2} In the Fig. [3.1] one can see dimuon distribution for
measured data. There is a strong peak around 3.1 GeV which is considered to be a sign of J/1
particle. But there is also a background which we have to constrain. In the other panels are
informations about generated particles, in other words the input parameters for our simulations.
In Fig. [3.2] we show already processed data. For measured data it means that cut for mass was
applied. The MC data show reconstructed tracks. With reconstructed tracks we mean a data,
which would ALICE detector collect, if our generated particles would be produced in ALICE’s
interaction point. Therefore a “J /1y peak” for coherent and incoherent sample change its shape
from sort of delta function to Gaussian one.

A next quantity we focused on is a transversal momentum, displayed in Figs. [3.3] and 3.4
First interesting thing in Fig. is the top right panel, where sample of coherent production
of J/v particles is shown. This process embodies a strong diffraction pattern, which is an
unwanted effect for the studies we wanted to perform, because it produces structures in the
efficiency distributions. Methods, how to deal with this problem, exist, but due to low statistic
we are more interested in low p; and therefore we added the p; cut in our selection criteria. One
more thing we can obtain from the Fig. [3.3]is the fact, that our measured data actually are a
sum of all three MC samples. In Fig. we introduce the measured data with p; cut. But
transversal momenta of all mentioned processes populate this p; region. Therefore we have to
be careful, extract the background in further analysis and remember effects of the rest processes
during an interpretation of our results.

At last we have the main goal of our study - transferred momentum ¢. Neglecting the
momentum of photon from Fig. we can replace this with the transverse momentum of the
J /1 particle squared. Appropriate plots are in Fig. and Those are the data we want
to use. The left top panel of the Fig. [3.6] are our measured data before the subtraction of
background. Now we have around 298 events which should decrease a little bit. This predicts,
that the fit will be with a big error. Therefore we applied some other analytic methods to improve
our results.

3.2.2 The acceptance vs. efficiency procedure

As it was pointed before the reason why we have Monte Carlo simulations is to have samples
with larger statistics, where we can test our methods. Our MC data are divided to two groups -
generated particles and reconstructed tracks. Because we want to correct our measured data for
efficiency of our detector, we have to somewhat compare these two groups.

The acceptance vs. efficiency is a simple procedure, where we divide p? distribution of
reconstructed tracks by p? distribution of generated particles. Using this result on our measured
data we should get back an actual distribution in our collisions.

In our analyse we follow quite straightforward steps. Both distributions had to undergo the
selection criteria mentioned above. Then a new histogram is made. And finally, a fraction of
both distributions is stored in it for future purposes.
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3.2.3 The efficiency and purity procedure

In order to account that we have only a few hundred events, we plan to extract the ¢ distribution
using only four ¢t-ranges. It means we have to sort our events into 4 bins. Because our distribution
has exponential character, we expect a strong migration from low p; region to higher ones.
Therefore we used this procedure to check, if regular binning is good enough or we have to
prepare the distribution with variable binning.

What we want to study is by how much the transferred momenta of generated particle (Gen
Par) and reconstructed track (Rec Trk) differ in one event. Therefore we prepared a sample,
where we have the same number of Rec Trk and Gen Par - on both were applied selection criteria
for Gen Par and Rec Trk. The next step is to put everything in the graph.

First we aimed on the efficiency. Now, we are dealing with 2D histograms. In this both
axises are divided according to the binning. The x-axis represents p; of Gen Par, meanwhile
y-axis stands for a combination of Gen Par and Rec Trk. For example in box [2,1] is stored a
fraction of events, where Gen Par p; was in the bin 2, but Rec Trk p; was in the bin 1, and
events, where Gen Par p; was in the bin 2. In other words we have a fraction of events, where p;
migrates from bin 2 to bin 1 during the analysing process.

The purity is the same procedure, but on the x-axis we have p; of Rec Trk instead. As the
name of it suggests, these numbers show, how pure our reconstruction is.
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Figure 3.1: (From the left to the right) Plots of mass distributions for measured data, MC coherent sample, MC background and
MC incoherent sample. MC show generated particles.
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Figure 3.2: (From the left to the right) Plots of mass distributions for measured data, MC coherent sample, MC background and
MC incoherent sample. The mass selection criterium was used. MC show reconstructed particles.
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Figure 3.3: (From the left to the right) Plots of p; distributions for measured data, MC coherent sample, MC background and
MC incoherent sample. MC show generated particles. No p; cut used.
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Figure 3.4: (From the left to the right) Plots of p; distributions for measured data, MC coherent sample, MC background and
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Figure 3.5: (From the left to the right) Plots of p? distributions for measured data, MC coherent sample, MC background and
MC incoherent sample. MC show generated particles.
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3.2.4 Fitting procedure

The following study is performed using MC events from the coherent sample. In principle, one
should select candidates in a given bin, fit the mass distribution and subtract the contribution
from background and finally apply the correction for acceptance and efficiency. As we are using
a MC without background it is easier to just count the number of events per bin and use this to
fit the t distribution.

The fit cannot be obtained directly from the histogram, because ROOT proceed as follow:
It takes a middle of the bin as a point for the fit and calculate horizontal errors as a width of
the bin. This is not correct, because of the exponential behaviour of the expected fit. There is
more events in the left half (lower p;) of the bin than in the right one. Therefore we have to
store all data using TGraph function. This procedure slightly differs for generated particles and
reconstructed tracks.

The first part is the same for both. We applied appropriate selection criteria and classified
the data according to their p? to several boxes. In each box we stored number of events and the
sum of all transferred momenta divided by the number of events. The first is for computation of
a vertical error, the second serves as our fitting point.

To prepare a graph of reconstructed tracks similar to the measured data corrected for the
efficiency of the detector, we had to add new informations we got from acceptance vs. efficiency
procedure and efficiency and purity procedure. This is simple as it sounds. After the first step
described in the previous paragraph we took the efficiency of the reconstruction for each bin and
divided it. The next task is to define 4 bins and resort our p? boxes. Values in the bins have to
be divided by their width to get correct numbers.

Once these graphs are stored, we only have to fit them to get results. As a fit function we
used with a form factor We had 3 free parameters - a, R4 and NORM - with options
to fix R4 and/or a.

At the beginning we wanted to fit only the coherent sample, divide it to several smaller
samples and check, if we are able to get nice results this way. Then we repeat the whole process,
but we add other two samples to our source data. After the analysis of this complete MC data
we should have something, which could be considered as an ”artificial” measured data. Once
we are satisfied with this fits, we apply it on the "real” measured data. Unfortunately, as will
be shown in the next chapter, the procedure was already problematic with the pure coherent
sample, so we only studied, up to now, this case.



Chapter 4

Discussion and results

4.1 The correction for the acceptance and the efficiency

As it was described above, we had to use our Monte Carlo data to correct measured data.
Results can be found in Fig. The best shape of the ratio would be a flat distribution. If we
take into account the errors, the ratio of incoherent samples fulfils this expectation. The other
samples are a different story. As we can see, the detector is more efficient for higher p;. For
the coherent sample the explanation could be, that one of the muons from low-p; J/¢ didn’t hit
the detector, because these muons should be more back-to-back (their momenta should be more
equal with opposite sign). But this isn’t a problem for our analysis. Strange behaviour expresses
the background. As we can see, we have more reconstructed tracks in the high-p; region than
generated particles. The behaviour of the sample at large p; is explained by the very few events
there and migrations from lower p; where there are many events, producing an efficiency larger
than one, i.e. we are measuring events where no event was produced.

4.2 The best binning

Another feature we were interested in was the size of the bins we would use for a construction
of the fit points. The efficiency and purity procedure was used for this. In Fig. we can see
a result of this analysis with regular binning, where every bin has a width of 0.005 GeV?2. An
outcome of this is very poor. We have a yield of less than 70% in the second bin and it goes
under 50% in the last bin. Therefore we tried many other configurations of the variable binning
and we came up with the one, which is shown in Fig. All of the bins conserve at least
70% and the last bin almost 80%, which is an important result under the strong limitation of
low statistic in high p;. Therefore we chose the binning to be: 0.001 GeV?2, 0.003 GeV?2, 0.004
GeV? and 0.008 GeV2. We have also performed these calculations for 5 bins, which brought
some promising results, but we have decided to stay with 4 bins issue and kept this possibility
for future analyses.

23
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4.3 The fit of the Monte Carlo coherent J /¢ sample

To compare several fits we have decided to split this sample to several smaller ones. Because
we want to also examine a possibility of fitting our measured data, we prepared samples with a
similar number of entries. Tab. tells us to fit samples with 300 entries which bring us to
the final number of 539 samples. A real number of entries in each bin is increased due to an
application of the correction for the acceptance and the efficiency. Examples of this fits with
different numbers of fixed parameters are shown in Figs. To satisfied the used
model (Egs. and we wanted to achieve the values @ = 0.7 fm and R4 = 6.62 fm [13].
We should also state that all used fits converged.

If we didn’t fix any parameter, we got an average value over all samples of a for generated
particles 1.16 + 0.04 fm. For reconstructed particles we got similar result of 1.29+0.11 fm. Even
if we envisage an error of this numbers, we are still far from the expected value. To complete the
story of unsuccessful fit, we have to also mention the wrong values of R4, which are 5.87 +0.04
fm and 5.39 + 0.11 fm for generated particles and reconstructed tracks respectively.

Therefore we have decided to fix the parameter a to a value 0.7 fm and we paid our attention
on R4. For both generated particles and reconstructed tracks we got a better average numbers
(6.22 £ 0.08 fm for generated particles and 6.09 £ 0.23 fm for reconstructed tracks) closer to the
expected one. But it was still outside our error. Also if we look at the Fig. we see the fit
goes wrong for higher p?.

The last results are the fits with both parameters fixed. Now we could only compare normal-
izations of the generated particles and reconstructed tracks, which should get the same numbers.
Somewhat these two numbers do agree. Unfortunately, if we look at the Fig. and check the
plots of the fit, we see, that this line doesn’t correspond with our data at all.

All these informations brought us to an important conclusion, that the model we used for
our data is not correct. The reason can be, that this model is for ¢ as a sum of the J/v p? and
the virtual photon p?. In our interpretation we neglect the second part, because we hope, that
this is very small. Now we know we should be more careful in this matter.

Therefore we have decided to apply more general way. As a fit function we used Eq. 2.8
Examples of this fits are shown in Fig. Resulting values of the b parameter are —256 + 21
GeV~2 and —29748 GeV 2 for reconstructed tracks and generated particles respectively. Using
natural units we have a transversal nuclear radius 4.5 + 1.3 fm and 4.8 + 0.8 fm respectively.
These values are lower than we expected.
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Figure 4.1: Plots of the p? distributions for generated particles and reconstructed tracks (left
panels) and their ratios (right panels) for (from top to bottom) coherent J/1, incoherent J/1
and background samples. On the left panels the top distribution are always for the generated
particles.
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Figure 4.2: The efficiency and the purity with regular binning for coherent J/v sample.
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Figure 4.3: The efficiency and the purity with variable binning for coherent J/v sample.
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Figure 4.4: A fit of the p? distribution of the coherent J/v» sample for generated particles and
reconstructed tracks using Eq. with all parameters free.
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Figure 4.6: A fit of the p? distribution of the coherent J/v» sample for generated particles and
reconstructed tracks using Eq. with fixed parameters a and R 4.
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Pf for u*w” MC_Coherent reconstructed tracks sample 10
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Figure 4.7: A fit of the p? distribution of the coherent J/v» sample for generated particles and
reconstructed tracks using Eq.



Chapter 5

Luminosity computation framework

During the summer 2015 we developed the luminosity computation framework for the ALICE
collaboration under the supervision of the ALICE trigger coordinator Evgeny Kryshen. Next
lines document this work.

5.1 Introduction

Since the LHC has become operational in 2010, the experiment ALICE gathered a lot of physics
data, which needed to be analysed. Omne of the intrinsic inputs for the physics analyse is a
luminosity for different trigger classes. Unfortunately, in LHC Run 1 this was not provided by
collaboration centrally and everyone had to spend extra time on this topic. For the LHC Run 2
we have prepared a new luminosity calculation framework.

A motivation of this effort is to provide a unified and precise luminosity source for ALICE
analyses, which can be easily accessed in various formats. This needs a sort of automatic program,
which will be periodically launched. A unix-based software utility Cron is used to manage it.
Also run/trigger coordinators need up-to-date information. The goal is to provide them actual
summaries on collected statistics for different LHC periods.

5.2 Theory

To understand the whole concept of this work, we have to describe the ALICE trigger system.
A main part of the system is a Central Trigger Processor (CTP), which receives signal (input)
from triggering detectors, makes a decision and sends a signal to readout detectors. There are
4 levels of decisions (LM, L0, L1, L2). An application of each of them depends on a speed of
propagation of the signal from the triggering detectors to the CTP. Each level has two sets of
counters. First, the CTP counts the number of events, LXB, satisfying logical combinations of
trigger inputs in a predefined subset of bunch crossings (BC mask). Then an electronic veto,
mainly due to busy detectors or downscaling, is applied and results are stored as LXA. Note,
that B and A stand for (B)efore and (A)fter veto and X for the level of decision [12].

A well-arranged organization of these signals is crucial for handling these data. Objects,
which group readout detectors, are called clusters. These have various names and due to
hardware conditions we can have only 6 of them per a run. Another objects called classes group

32
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several trigger informations like descriptor (logical combination of trigger inputs), BC-mask or
cluster name. Each class contains informations about LXX counters, which is used for luminosity
calculation. In order to improve this calculation new objects called aliases are introduced in the
developed framework. Their job is to point to a class with the most precise triggers counts in
the trigger cluster [14].

RE R4
REE p(uppr)—=Slass D (5.1)

LClass OREF Rglass

Eq. shows the formula, which is used for luminosity calculation. To calculate luminosity
one has to know a cross section. Unfortunately this one is not known for every subdetector of the
ALICE detector, therefore we have to use a reference detector T0, from which we extract reference
trigger counts Rf% pr»> which are connected with LOB or LMB decisions, and the reference cross
section oppr = 39 [mb], which was estimated for proton-proton collisions at 13 TeV. In August
2015 the Van der Meer scan for the energy of 13 TeV was done and results will be added to the
code.

The reference trigger counts have to be also corrected for the pile-up, which is done by the
pile-up function F(urpr) = N Ilf’»i?; , where N stands for the number of bunch crossings and
UREF is an average number of collisions per bunch crossing. In addition, correction for a fake
coincidence in TOA and TOC.

Because we want to calculate the luminosity for each class, we have to compute so-called

A
lifetime of the class first. This is done by the ratio g%l‘“s , where trigger counts of the L2 decision

Class
level are taken. We have introduced the aliases in our framework, which means that for each

class we replace used trigger counts with a different, more precise ones. But the classes from the
same cluster can have a different downscaling factor. Therefore a variable D is also defined in
Eq. and stands for the ratio of downscalings of the original class and the alias class.

5.3 Implementation

A program which can extract informations from OCDB files, calculate luminosity and produce
graphical output in various format was built. This consists of several macros written mostly in
C++ language. Their dependency tree is shown in Fig. A control macro, which inherits all
files is named runCollect TriggerInfo.C. It can be run in 4 different modes, depending on which
value of an argument (switch) is used. A default argument 0’ is used to run standard mode,
where a list of runs, which will be analysed, is extracted automatically to the file addtolist.txt.
An argument 1’ uses as an input a list of preselected runs, which are written in a file selectedrun-
list.txt. Other two switches can be used for testing, where the program with an input argument
’2’ uses a short list of chosen runs (from different periods) and an argument '3’ serves only for a
single run level diagostic.

The most important is the default setting of the program. This will first run an update Run-
List.C' macro. Its job is to mount a source of OCDB files via cvimfs, extract names of all runs
in the source folder, using a list of already analysed runs from runlist.tzt choose non-analysed
(new) ones and returns a list of them in the file addtolist.txt.

Next a loop over new runs is initialized. For each new run a macro collectTriggerinfo.C is
started. This is the part of the code, where luminosity calculation is done. The OCDB files
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updateRunList.C
,— correctMu.C
collectTriggerInfo.C _—L |_ KeTree.C
makeTree.
errors.h
makeRunHisto.C L]
runCollectTriggerinfo.C — —| functions.h
makeGlobalHisto.C ~ ||— makePeriodHisto.C
makeTable.C B treeVariables.h
makeExcel.pl

Figure 5.1: A dependency tree of the code. Objects functionalities are explained in the text.

are used as a source of informations needed for the calculation as mentioned above. In order
to make the code better readable headers errors.h and functions.h are provided, which contain
error messages and various subprocess functions respectively. A macro correctMu.C, provided by
Martino Gagliardi, is used for a computation of the p. In the end this macro calls makeTree.C,
which saves all extracted and computed informations to a ROOT file in a TTree structure on a
run level[15].

Another macro called makeRunHisto.C is triggered in the loop. A purpose of this one is to
make a run level output, which means, that it creates a folder, where all files connected with
the specific run will be stored and run level plots are made. Here, headers functions.h and
tree Variables.h are used, where the second one serves as a global source of variables, which can
be found in the ROOT file. At the end of the loop the ROOT file is moved to the created folder.

When the analysis of new runs is done, all run level ROOT files are merged to a global
ROOT file called triggerInfo.root, which is used as a source for a global analysis, which is
executed in a macro makeGlobalHisto.C. Results of this macro are plots of different variables
dependent on a run number, which are printed in pdf files. At the end of the macro another
macro makePeriodHisto.C' is initialized in a loop over periods and makes similar plots, but
delimited on the specific period runs only.

Macros makeTable.C' and makeFxcel.pl serve for a period luminosity and trigger summary.
The first one loads the global ROOT file, sums luminosity and L2A triggers through runs of
one period for each period and stores it to text files. Similar text files are also produced for the
luminosity and the triggers for each run. These text files are used as a source files for the second
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Luminosity for class CINT7-B-NOPF-MUON in period LHC15g
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Figure 5.2: A luminosity of a specific class per run in a period LHC15g. Red lines wrap runs
obtained from the same LHC fill.

Triggers L2CA for class COTVX-B-NOPF-ALLNOTRD in period LHC15f
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Figure 5.3: Triggers L2A per run in a period LHC15f. Red lines wrap runs obtained from the
same LHC fill.

macro, written in perl language [16]. Its only purpose is to transform the text files to one xls file
triggerinfoTable.xls in a form of excel tables.

5.4 Results

One of the most important results is the aumatization of the whole process. The cronjobs, which
trigger a script at a specific time, were used for this purpose. In our case, we use 2 shell scripts.
The first one called newruncheck starts the program, which performs the analyse. The second
one called croncopy copies the whole folder with the program and its results to imy personal
web page [17], where results are available for an external usage. We should also mention, that
this is just a temporary solution and in future we would like to provide luminosity and collected
statistics class-by-class and run-by-run in OADB and Monalisa.

As mentioned before, the main task is to calculate luminosity for each class and provide
these results in various formats. An example of a graphical output is shown in Fig. On this
plot one can see a calculated luminosity for a class CINT7-B-NOPF-MUON for runs from the
LHC15g period only. Our framework provides these plots for every class per every LHC period.

Another important information is the number of collected triggers per class extracted from
L2A counts. A nice example can be seen in Fig. [5.3] where class COTVX-B-NOPF-ALLNOTRD
serves as a demonstration. Again, such plots are made for all classes and all periods.
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Figure 5.5: An example of a run level analyse. A bunch distribution for the run 233799.
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Figure 5.6: An example of summary statistics in an excel table. A luminosity of each class per

run with additional informations.
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The last but not least product of global statistics are plots of miscellaneous variables and
their dependencies on the run number. Fig. serves as an instance of this statistics. Green
fields represent ALICE subdetectors, which were on during a specific run. The program makes
these plots for every LHC period.

Not only global statistics are made, but also a run level informations are obtained and stored
in a form of histograms. An example bunch crossing distribution is shown in Fig. which is
created for every run. Many other plots can be made on request.

A run/trigger coordinators will appreciate the last important result of this program - a
summary of luminosities and triggers for each class per run or per LHC period organized in
well-arranged excel tables. A snapshot of this file is shown in Fig. [5.6] and original file can be
found on the mentioned webpage under the name triggerinfoTable.xls. As the file is periodically
updated, the coordinators have a fresh informations on the collected statistics.



Chapter 6

Summary

Small-x physics is an interesting object of studies. A lot of work has been done by H1 and ZEUS
Collaborations from data obtained at HERA [2]. Although the LHC facility wasn’t primary built
to continue in this studies, ultra-peripheral collisions give an opportunity to do so. The rapidity
dependence of the cross section at LHC energies has been measured [1]. A calculation of the
dependence of the cross section on transferred momentum ¢ is in progress now and this report
states current results.

First, we had to understand given data and pick the right selection criteria. An impact of
these cuts on original data are in Tabs. and Plots of mass, p; and p? distributions
can be found in Figs. [3.1

Important part of adjusting the measured data for correct cross section computation is to
examine the process with simulated Monte Carlo data. Influence of the ALICE detector per-
formance is introduced in Sec. and result is presented in Fig. Because we deal with
a small number of measured data, we had to also think out the best binning order. This is
described in Sec[3.2.3] and resulting plots are in Figs. [1.2] and [£.3]

The last thing we have achieved were fits of the Monte Carlo coherent data. We used two
different approaches. Using a form factor deduced from the QCD with fixed range of Yukawa
potential a = 0.7, we came up with a value of 6.09 4 0.23 fm. Another approach was to use as
a form factor a Gaussian function. As a result we got the transversal nuclear size 4.5 £ 1.3 fm.
More details in Sec. and Figs. [L.41[4.7]

Currently, we have analysed the coherent part of the Monte Carlo data. The next step is
to mix coherent and incoherent samples in order to come closer to the measured data. Also an
investigation of effects of a reaction vy — uu has to be done in order to separate out unwanted
background. Once this will be done, we can apply our conclusions on measured data, fit them
and compute the cross section.

We have also developed the luminosity computation framework, which can daily automati-
cally update informations on luminosity collected at ALICE detector classes. Results are acces-
sible to the whole collaboration and serves well to the run/trigger coordinators. This was done
under the supervision of ALICE trigger coordinator Evgeny Kryshen.
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