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Abstract
The interaction of Moon and other moons
and planets with surrounding plasma (so-
lar wind or magnetospheric plasma) is
influenced by their electromagnetic prop-
erties. I have tried to investigate how lay-
ers with different conductivity influence
the interaction, as well as how a relative
drift of ion species of incident plasma in-
fluence it. 2D and 3D hybrid numerical
simulations of the interactions were used
to study this interaction. Different models
were created to study the influence of the
chosen implementation on the simulation.
Without temporal evolution of the exter-
nal magnetic field, only a highly resistive
crust has an impact on the interaction –
there are perturbations along the surface
of the Mach cone. In the case of 2 species,
the interaction is mostly driven by the
majority specie.

Keywords: solar wind, Moon, hybrid
simulation
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Abstrakt
Interakce Měsíce a jiných měsíců a pla-
net s okolním plazmatem (tj. sluneční vítr
či magnetosférické plazma) je ovlivněna
jejich elektromagnetickými vlastnostmi.
Práce se zabývá tím, jak vrstvy s růz-
nou vodivostí ovlivňují interakci a také
jak ji ovlivňuje vzájemný pohyb dvou spe-
cií iontů v plazmatu. Ke studiu interakce
byly použity 2D a 3D hybridní numerické
simulace. Byly vyvinuty různé modely ke
studiu vlivu volby implementace na simu-
laci. Bez časového vývoje vnějšího mag-
netického pole má vliv jen vysoce vodivá
měsíční kůra – vyskytnou se perturbace
na povrchu Machova kuželu. V případě
dvou specií je interakce podřízena převlá-
dající specii.

Klíčová slova: sluneční vítr, Měsíc,
hybridní simulace

Překlad názvu: Elektromagnetické
vlastnosti měsíců a planet
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Chapter 1
Introduction

Electromagnetic properties of moons and planets play a significant role in
their interaction with plasma that surrounds them. The plasma can be of
stellar origin – as is the case of solar wind interaction with Mercury, Earth,
Moon, Mars, etc., or it can be a plasma of a different origin (e. g. volcanic)
trapped within a magnetosphere of a large planet. This is the case of Galilean
moons that interact with plasma torus within Jovian magnetosphere.

The existence of a planetary dynamo, the conductivity of the planets’
constituents, the density of the ionosphere, and remanent magnetization of
crustal rocks – these are the electromagnetic properties contributing to the
interaction. Measurements of the surrounding plasma and the magnetic field
provides us information about the moons’ and planets’ composition. In case
of Europa, this meant revealing the information that there is a conductive
liquid ocean under its frozen surface.

The aim of this work is to study this interaction by employing a hybrid
numerical model for the case of Lunar interaction with solar wind. Moon
has a conducting metal core and a highly resistive crust. Temporal changes
in the external magnetic field, which is frozen in in the incident solar wind,
induce eddy currents in the conducting core. This work focuses mainly on the
influence of layers with differing conductivity. The influence of the relative
drift of species in the solar wind is also investigated.
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Chapter 2
Theoretical introduction

In this chapter, the hybrid model approximation is introduced. The the-
ory in the following sections is relevant for the following chapters and the
dimensionless parameters that are used as units in the simulation.

2.1 Hybrid Model

There are several approaches to the numerical modelling of the interaction
between solar wind and bodies.

Hybrid model is a compromise between magnetohydrodynamic (MHD)
description and the calculation of every particle’s motion equations together
with the field. The first approach is a description of velocity moments evolution
and does not provide kinetic effects while the other is too computationally
expensive. Hybrid model describes electrons via MHD, assuming they are
mass-less fluid. The ions are simulated as macro-particles (i.e. particles
representing a number of protons), which decreases computational difficulty.

In hybrid model, the fluid description of electrons is used to derive equations
for electromagnetic field. The momentum equation for electron fluid is

mene

(
∂

∂t
+ ue ·∇

)
ue = ρeE + je ×B−∇ ·Pe − ρeη j. (2.1)

It is necessary to eliminate je and therefore j = ji + je is used. From the
low-frequency limit of Ampere law

µ0j =∇×B,

we substitute for j. Next, ρe can be eliminated using ρi + ρe = 0. This will
result in equation for electrical field:

E = 1
ρi

(
−ji ×B + 1

µ0
(∇×B)×B−∇ ·Pe

)
+ η

µ0
∇×B. (2.2)

3



2. Theoretical introduction ................................
Using E, velocity, position and magnetic field can be stepped as:

dv
dt = q

m
(E + v×B) , (2.3)

dx
dt = v, (2.4)

∇×E = −∂B
∂t
. (2.5)

If all the ions’ trajectories were to be computed, the problem would be
too difficult to solve and therefore would require too many core hours. For
this reason, the equations (2.3), (2.4) are not computed for every single ion.
Instead, macro-particles are used. These are imaginary particles that represent
a high amount of ions (of orders of about 1018). In practice, the electric
field is computed and then magnetic field and macro-particle velocities and
positions are. Oftentimes, the evolution of electromagnetic field is computed
with a smaller time-step than the macro-particle movements.

The equation (2.2) can be simplified using more assumptions. For exam-
ple, pressure isotropy (∇ · Pe = ∇pe) can be assumed in some cases as a
simplification . The resulting equation can be further simplified by assuming
adiabatic expansion: pe = pe,0(ne/ne,0)κ, where κ is the Poisson constant
[21].

2.2 Dimensionless parameters

Quantities in the simulation are represented in terms of dimensionless param-
eters. In the following paragraphs, dimensionless quantities will be denoted
by a bar: x̄ is a dimensionless version of quantity x.

In case of time, there is a motivation to capture gyration of charged particles
- in the case of hybrid simulations, only ions need to be considered, because
electrons are treated as fluid. It is therefore convenient to measure time in
terms of gyration time, making the dimensionless time

t̄ = tωci, (2.6)

where ωci = qB
mi

is ion cyclotron frequency. Timestep in the simulation then
needs to be chosen ∆t̄� 1 so that it captures gyration. If lengths are given
in terms of proton inertial length

Λ = c

ωpi
, (2.7)

where ωpi =
√

nee2

mε0
is ion plasma frequency, i. e.

x̄ = x
Λ
, (2.8)

then velocity will be given in terms of Alfvén velocity:

v = dx
dt = dΛx̄

dt̄
dt̄
dt = Λωci

dx̄
dt̄ = vA

dx̄
dt̄ . (2.9)

4



............................... 2.3. Planetary Magnetic Fields

Therefore, this dimensionless velocity is also called Alfvén Mach number.
Its value in the solar wind is a relevant parameter for the interaction. If
the Alfvén Mach number of solar wind is higher than one, it means that
information cannot travel against the direction of solar wind flow (or, more
generally, any incident plasma) [39]. This affects shock wave formation.

Several quantities, namely ion density, ion bulk velocity and magnetic field,
are in terms of their value in unperturbed solar wind:

n̄α = nα
nα,sw

, ūα = uα
uα,sw

, B̄α = Bα

Bα,sw
. (2.10)

Dimensionless resistivity, as dimensional analysis suggests, will be

η̄ = ωci
µ0v2

A
η. (2.11)

A dimensionless parameter relevant for pressure is plasma beta, βp = p/pmg.
After substitution for thermodynamic and magnetic pressure, this gives

βp = 2µ0
B2 nkBT = 2

γ

(
cs
vA

)2
, (2.12)

where B is magnetic field induction, n is plasma density a T its temperature,
γ is Poisson constant [39].

2.3 Planetary Magnetic Fields

For planetary magnetic field description, multipole expansion will be used. If
the magnetic field can be approximated as a dipole, the multipole expansion
of magnetic vector potential gives

A = m× r
r2 ,

where m is the magnetic dipole moment. Magnetic induction field generated
by the dipole will then be

B =∇×A = 1
r3

(3m · r
r2 r−m

)
. (2.13)

In the case of more complex fields, one can start with Helmholtz magnetic
field decomposition:

B =∇V +∇×A. (2.14)

Because ∇×∇ ≡ 0 and ∇ ·∇× ≡ 0, the Helmholtz decomposition gives
a zero-curl part and a zero-divergence part. In order that the field solves the
Maxwell equation ∇ ·B = 0, V must additionally solve Laplace equation.

5



2. Theoretical introduction ................................
The solution V can be written as V = V i + V e, where

V i(r, ϑ, ϕ) = Re
{
R
∞∑
n=0

n∑
m=0

(
r

R

)−n−1
gmn Y

m
n (ϑ, ϕ)

}
, (2.15a)

V e(r, ϑ, ϕ) = Re
{
R
∞∑
n=0

n∑
m=0

(
r

R

)n
Gmn Y

m
n (ϑ, ϕ)

}
, (2.15b)

where Y m
n are spherical harmonics, R is the planetary radius and ϑ, ϕ are

spherical coordinates. V i describes an internal part and V e external one.
Coefficients gmn , Gmn need to be determined empirically [59].

The magnetopause location is given by the planetary magnetic field and by
the solar wind conditions. It is defined as the place where the forces given by
pressure gradients of the planetary magnetic field and the solar wind pressure
are equal. The total pressure is

p = ρu2 + nkBT + B2

2µ0
,

where the first term is the hydrodynamic pressure, the second is the thermal
pressure and the third is the magnetic field pressure.
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Chapter 3
Background

This chapter features a review of literature on the interaction of the solar
wind with moons and planets. There are two sources of information about
the interaction; the first being measured data – either in-situ (e.g. a probe
mounted with magnetometers), or electromagnetic radiation measured on the
Earth. A problem of in-situ measurements is the fact that a probe can not
provide us with a global image of the interactions. We only have a sample
on a curve – the trajectory of the probe. For determining the properties
of planets or moons, it is convenient to measure during several fly-bys, as
was the case with e. g. Galileo probe. The other option is to use numerical
simulations, which on one hand can provide a global view on the interaction,
but on the other hand use simplifications due to computational restraints.
Whether a numerical model is correct can be assumed from a comparison
with in-situ-measured data.

3.1 Interaction of Moons and Planets With The
Solar Wind

The interaction of bodies with solar wind depends on their properties, i.
e. the constitution and electromagnetic properties of the constituents, the
existence of a planetary dynamo, the existence of an atmosphere, etc. Several
types can be distinguished based on that.

Planets and moons with planetary dynamos produce a magnetosphere if
the intrinsic magnetic field is sufficiently strong. The magnetosphere pushes
the plasma away via magnetic pressure. The second type is bodies that lack
a strong intrinsic magnetic field and therefore come in close contact with
the solar wind plasma, either absorbing it or reflecting it. If the planet or
moon has a conductive core, temporal changes in external field induce eddy
currents inside it. This plays a significant role in the Hermean interaction
with solar wind. Conductive ionospheres play a role as well – resulting in
the so called draping of magnetic field lines. This is the case of Venus, for
example.

7



3. Background .....................................
3.2 Lunar Geological Composition

The Moon is predominantly composed by silicate minerals. As is the case
for Earth, the Moon is divided into three fundamentally different layers: the
crust, the mantle and the core. By studying the lunar crust, information
can be gathered about the history of Solar wind thanks to the fact that the
Moon absorbs vast majority of incident plasma (for more on the interaction
see chap. 3.3) [38].

Information about the composition of lunar crust can be drawn from
its reflectivity. The more reflective areas are composed predominantly by
anorthositic rocks (anorthosite is an igneous rock) and plagioclase-rich Mg-
suite rocks. Dark spots on the lunar surface are composed by basaltic rocks
a pyroclastics [28].

This division, however, is a great simplification. The crust can be divided
into terrans – geological units differing in their composition and properties
[28]. The two largest terranes are Procellarum KREEP Terrane (PKT) and
Feldspathic Highlands Terrane (FHT) [28]. FHT constitutes approximately
60 % of the lunar surface and is composed by anorthositic rocks, it also
has small concentrations of thorium. PKT is composed by KREEP (=
potassium, rare earth elements and phosphorus) basalts and has high thorium
concentrations [28]. PKT can be mapped by measuring gamma radiation
emitted by radioactive isotopes of thorium and potassium [32, e.g.]. KREEP
refers exclusively to rocks formed by magma ocean crystallisation, not rock
formed by meteor impacts [62]. Another important terrane is the South
Pole-Aitken basin, which similarly to PKT has higher FeO concetrations than
FHT, but is poorer in thorium than PKT [28].

Moreover, the crust contains magnetized areas (more about their origin
and interaction with the solar wind can be found in chap. 3.3).

The interface between an (arbitrary planet’s) crust and a mantle is called the
Mohorovčić discontinuity and can be determined seismologically by measuring
the propagation of longitudinal waves. In the case of the Moon, there are
seismometers placed during Apollo 12, 14, 15 and 16 missions. For example
near the Apollo 12 and 14 landing site, under Mare Cogitum, the crust is
thought to be approximately 58 km thick as was deduced from the inversion
of longitudinal wave propagation time [46]. Other measurements pointed at
a discontinuity at approximately 20 km [62]. The crust’s thickness was also
investigated through its impedance [5]. Based on this data the authors of
[62] have proposed three models for the lunar crust. One of them includes a
further division of the crust into lower and upper crust. They can be seen in
tab. 3.1.

Lunar earthquakes do not allow a seismologic investigation of depths of
more than 1200 km (≈ 0,7RM, where RM = 1737 km is the lunar radius)
[28]. However, meteor impacts were analysed as well. From these, conclusions
have been drawn on the thickness of the crust (50 − 60 km), the upper
mantle (250 km), and the core (170− 360 km) [45]; where the upper mantle
is composed predominantly by orthopyroxene and the lower by olivine. The

8



............................. 3.2. Lunar Geological Composition

Model 1 Model 2 Model 3

Reference crust thickness [km] 53,4 43,4 52,0

Reference upper crust thickness [km] — — 26,9

Table 3.1: Overview of Lunar crustal models in [62].

mantle may be partially molten beneath 1000 km [62].
The dimensions of the core can be determined by measuring the electric

dipole induced by changes in the external magnetic field – either on Moon’s
orbit around the Earth, or its orbit around the Sun. Induced magnetic dipole
moment of (−2,4 ± 1,6) · 1023 A m2 T−1 was determined from the Lunar
Prospector Probe data, which hints at a core with a radius of 340± 90 km
(assuming very high conductivity of the core and currents being induced on
the core’s surface) [24].

A resistivity profile of the Moon was determined from transient effects by
magnetometers on board Explorer 35, Apollo 12, 15 and 16. Lunar crust
is an insulator [8]. Resistivity of σ(r) ≈ 10−2 S m−1 was determined for
0 < r < 0,6RM and σ(r) ≈ 10−4 S m−1 for 0,6RM < r < 0,95RM, where r is
the distance from the center of Moon and RM = 1737 km is lunar radius [8].
A more detailed description can be seen in graph in Fig. 3.1.

Figure 3.1: Lunar conductivity profile; source: [8]. (Note: mhos/m = S m−1)

A temperature profile of the Moon can be estimated by measuring its
conductivity. Most minerals are semi-conductors. Thus, conductivity is
given by the number of electrons that transition from a valence band do the
conduction band. At absolute zero, the conduction band is empty. With
growing temperature, the conduction band is filled by electrons. In general,

9
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one can write

σ =
∑
n

σ0,n exp
{(
− En
kBT

)}
,

where σ0,n is given by electron mobility depending on the material properties
and changing only slightly with temperature.

Even though crystal conductivity is usually anisotropic, crystals in rocks
are not all oriented in the same direction. Therefore the conductivity of the
rock as a whole will be a scalar, not a tensor [53].

3.3 Interaction Between the Moon and the Solar
Wind

The interaction of the solar wind with the Moon is different from that with the
Earth. Because the Moon lacks a strong magnetic field and an atmosphere,
most of the incident plasma is absorbed by its surface. Field perturbations are
bounded by the magnetosonic Mach cone. Furthermore, the field is perturbed
because of plasma compression [14].

3.3.1 First Look at the Interaction

In a first order approximation, the Moon can be assumed to be a resistive
obstacle absorbing all incident plasma [14]. The Moon creates a cavity in the
plasma in its wake. The shape of the lunar wake depends on the parameters
of the solar wind and the interplanetary magnetic field (IMF). If the bulk
velocity of the solar wind is larger than the thermal velocity, then the cavity
will reach further in the wake. The bigger the thermal velocity relative to
the bulk velocity, the faster the lunar cavity will be filled, and therefore the
cavity region will be shorter [44]. If we account for IMF, the interaction will
be more complicated. If the magnetic field lines are parallel to the solar wind
flow, they will prevent the cavity from being filled [44].

In Fig. 3.2, a density graph can be seen in the model of [21] for three
different IMF configurations, where the coordinates were chosen so that the
solar wind flows in the −x direction and the BIMF vector lines in the xy plane,
the z axis is chosen in such a way that it completes x, y to a right-handed
set (x, y, z). Fig. 3.2(c) and 3.2(d) show sections perpendicular to x-axis for
x = −10000 km and x = −30000 km, respectively. Another phenomenon
worth mentioning is a rarefied plasma cone. For perpendicular IMF it only
extends in the z-direction. In these regions, weaker magnetic field is present
as well [21].

Lunar wake currents were examined in a hybrid model [11]. Moon is
considered non-conductive in the model. As was already mentioned above
in chap. 2.1, in hybrid models, displacement current is neglected. Therefore
µ0j = ∇× B. Thus, currents are directly linked to magnetic field pertur-
bations. There are three currents in the wake of a non-conductive Moon:

10
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Figure 3.2: Ion density graph in the hybrid model of (non-conducting, particle-
absorbing) Moon–SW interaction for various IMF orientations. Displayed sections
are: (a) xy-plane, (b) xz-plane, (c) resp. (d) yz-planes for x = −10000 km resp.
x = −30000 km; source: [21]

diamagnetic current j1 around plasma void, and currents around the rarefac-
tion region (j2) and around the recompression region (j3). They can be seen
on a diagram in fig. 3.3 for two cases: IMF perpendicular and parallel to
solar wind flow. The authors looked at the situation in early simulation time
– before macro-particles reached the outer boundary of the simulation domain
– in order to determine if the currents are closed in case of IMF perpendicular.
In this case, the currents are closed [11]. It is therefore reasonable to assume
that the currents are in the case of real Moon closed in the far wake.

3.3.2 Induced Lunar Magnetic Dipole

In the last section, the Moon was assumed to be ideally non-conducting.
In the case of a non-conductive body, the magnetic field diffuses through
it quickly and thus the magnetic field is perturbed only negligibly by such
an obstacle. If a conductive lunar core is taken into account, the situation
becomes slightly more complicated. Currents will be induced inside the lunar
core, which results in magnetic dipole induced in direction opposite to that
of the external field [44].

Because the lunar core is not ideally conductive, the induced dipole will be
suppressed in the case of stationary external field. The magnetic field will
diffuse with the diffusion time

τ = R2µ0σ, (3.1)

where R is the core’s radius, σ is its conductivity and µ0 is the magnetic
permeability of vacuum.

When the magnetic field is changing quicker than τ , the previous holds
true. In the case of slower changes, the field will penetrate into the core. A
value of τ = 1000 yrs is estimated for Moon [44]. We can therefore assume
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Figure 3.3: Currents in the lunar wake for IMF parallel (a) and perpendicular
(b) to the flow of the solar wind. Source: [11]

the lunar core to be ideally conductive. In such core, the induced field will be

Bind(r, t) = µ0
4π

(3M(t) · r
r5 r− 1

r3 M(t)
)
, (3.2)

where

M(t) = −2π
µ0

B0(t)r3
0,

where B0(t) is the external magnetic field and r0 is the radius of an infinitely-
conductive core [52].

The interaction between SW and the Moon with an induced dipole was
studied by a hybrid code [10].

Based on IMF data gathered by ARTEMIS probes, magnetic dipole mo-
ments of magnitudes 1015 − 1017 A m2 were placed in the origin of the coor-
dinate system. In fig. 3.4, there are graphs of magnetic fields in simulation
(#A1, #B1) and with a magnetic moment of magnitude ||Mind|| = 1016 A m2

(#A2, #B2). They concluded that even though on the day-side does not cause
magnetic field perturbations, the wake is perturbed and the perturbations
are not bound by a Mach cone [10]. This can be seen in fig. 3.4(i,j,k,l), where
brighter colours symbolise stronger perturbations. The mach cone is denoted
by a white dashed line.
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Figure 3.4: Graphs of the magnetic field in simulations without an induced
dipole field (#A1, #B1) and with an induced dipole moment of 1016 A m2 (#A2,
#B2). Source: [10]

3.3.3 Lunar Crustal Magnetic Fields

Magnetised rocks in the lunar crust constitute magnetic anomalies. The
largest are the South Pole/Aitken basin (SPA), Mare Marginis and the
Gerasimovich anomaly [48].

In the plasma above magnetic anomalies, disturbances occur. The dipole-
generated field only reaches in an area that is thinner than proton inertial
length Λ [58]. Under the assumption of M perpendicular to the solar wind
flow, by using (3.2) we obtain

x3 = µ0
4π

M

B
.

If we are interested in the position of a magnetopause, we need to consider
the equality of magnetic field and hydrodynamic plasma pressures, hence

ρv2 = B2

2µ0
,

which after substitution to previous equation gives

L = 6

√
µ0M2

16π2min0v2 , (3.3)
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where n0 is the plasma density in the undisturbed solar wind, v its velocity,
M magnetic dipole moment in the anomaly. For lunar crustal anomalies this
gives [58] L < 100 km.

Anomalies have probably originated as a result of meteor impacts onto
lunar surface. They exist on the antipodal side of Moon than lunar maria,
which have originated by impacts [41, 25]. An exception to that is the South
Pole/Aitken (SPA), whose antipodes do not constitute magnetic anomalies.
This may have been caused by later Mare Imbrium formation [23]. Another
exception is an anomaly near the Descartes crater [25]. It probably constitutes
Mare Imbrium ejecta, which is supported e.g. by a similar geological age
[25, 47].

There are different theories about the anomalies’ origin. The magnetic
anomalies could have been created by the effects of a "planetary" dynamo or
due to plasma created by impacts of meteors onto the lunar surface [61]. A
planetary dynamo probably was present in the Moon until about 3.2 billion
years ago, paleomagnetic studies suggest [55, 61].

The more probably cause seem to be the meteor impacts, because the
Moon could not have such strong magnetic field given its size [23, 53]. By
simulating the vapours after meteor impacts it was shown that a temporary
magnetic field created by the impacts affected crustal magnetization and that
the effect was the strongest in the place opposite to the point of impact [23].

Figure 3.5: Selenographic map of reflected proton flux. Source: [48].

The magnetic fields of the anomalies reflect some of the incident protons
[48]. The question remains what is the nature of this reflection.

The authors of [22] have found cos2-specular (i.e. the angle ϕ of reflection is
a random variable with density cos2 ϕ) to be in a good agreement with the data,
on the other hand the global image of the interaction is not sensitive to the
choice of the probability density function [14]. Using Liouville backtracing, the
probability density f (φ,ϑ)(v, χ, ψ), where (φ, ϑ) are selenographic coordinates,
was found from data acquired from ARTEMIS (= Acceleration, Reconnection,
Turbulence and Electrodynamics of the Moon’s Interaction with the Sun)
probe [48].
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The crustal magnetic anomalies affect the surrounding plasma. Some
of the anomalies seem to have fields strong enough to give rise to a mini-
magnetosphere, as was induced from the existence of a shock wave above
Mare Ibrium antipode [41]. Magnetohydrodynamic waves were also found
above the anomalies [41].

Measurements conducted by the SWIM (Solar Wind Monitor) detector
on-board the Chandrayaan-1 probe show that above anomalies, on average
10 % of protons are reflected, with local values up to 50 % [43]. Map showing
reflected proton flux as a function of selenographic coordinates can be seen
in Fig. 3.5. The reflected protons then fill the lunar wake [14].

A precise proton reflection mechanism is not yet known. One of the issues is
a complicated topology of the anomalies’ fields. An analysis of ions, electrons
and energetic neutral atoms (ENA) detected by Kaguya probe has shown
that electrostatic potential of up to 150 V appears in the height of 25 km
[51]. It is given by the ions penetrating deeper into the fields than the
lighter electrons. The charge separation gives rise to electric field [15]. ENA
spectrometer on-board Chandrayaan-1 confirmed electrostatic potential of
more than +135 V [16]. The interaction with the Gerasimovich anomaly was
studied in detail via a hybrid model [15, 27]. The Gerasimovich anomaly can
be easily studied by numerical simulations, because it has a simple structure
despite being of the strongest known anomalies. Using the approximation
of the field as a dipole field, the potential was shown to be a consequence
of the Hall effect. The simulation resulted in V < 300 V, in accordance
with previous measurements [27]. A more detailed structure was used in [15].
For magnetic field, scalar magnetic potential was used. The potential was
expressed as a linear combination of spherical harmonics (N = 170)

V (r, ϑ, ϕ) = RM

N∑
n=1

(
RM
r

)n+1 n∑
m=0

(gmn cos(mϕ) + hmn sin(mϕ))Pmn (cosϑ),

according to (2.15a).
Where (r, ϑ, ϕ) are spherical coordinates on lunar surface and Pmn are

associated Legendre polynomials. The coefficients gmn , hmn were taken from
[49]. The field was shown to be affected by solar wind, e.g. in the case of a high
dynamic pressure, the fields are compressed [15]. The mini-magnetosphere
depends on the dynamic pressure of the solar wind. The potential sufficient
to plasma shielding has a magnitude of

ϕS = − B2
m

4eµ0nSW
,

where Bm is the magnitude of the magnetic filed of the anomaly, nSW is solar
wind density [15]. In the case of high dynamic pressure, magnetic anomalies
are suppressed.
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3.4 Galilean Moons

The size of the magnetospheric cavity is, according to equation (3.3), pro-
portional to the sixth root of the ratio of magnetic moment squared to
hydrodynamic solar wind pressure. The pressure is inversely proportional to
the distance from Sun squared. This, combined with the fact that Jovian
magnetic moment is larger than that of Earth, means that Jovian magne-
tosphere is very large relative to Earth’s. All Galilean moons lie within it,
which means they are shielded from solar wind and interact with Jovian mag-
netospheric plasma. The strongest source of Jovian magnetospheric plasma
is the moon Io, whose atmosphere is maintained by volcanic activity [50].
The magnetospheric plasma is linked to Jovian ionosphere via field-aligned
currents (FACs). As a result, it corotates with Jupiter – i.e. rotates with
a period of about 10 h. In the outer regions of the Jovian magnetosphere,
the plasma lags in rotation [39]. The incident plasma velocity is sub-alfvénic
in the rest frame of each Galilean moon. This is a major difference from
interactions between the solar wind and other moons and planets.

3.4.1 Ganymede

Ganymede is located inside inner Jovian magnetosphere, where the plasma
energy density consists primarily of magnetic energy [39]. Ganymede probably
has a metal core with radius 400− 1300 km surrounded by silicate mantle,
the surface is covered by ice crust approximately 800 km thick, which is an
estimate based on gravitational measurements [3].

Ganymede’s most important feature is its internal magnetic field. It is the
only known moon in the Solar system with this property. Its magnetic dipole
moment was measured by Galileo probe. It is sufficiently big to support a mini-
magnetosphere embedded inside Jovian magnetosphere [35]. Ganymede’s
magnetic dipole moment is oriented opposite (176°) to its rotational axis
[37]. This results in magnetic field line reconnection. Because the mini-
magnetosphere is embedded in Jovian magnetosphere, it allows us to study
reconnection under known, stable conditions [31].

As mentioned earlier, Ganymede interacts with plasma inside Jovian mag-
netosphere. This plasma corotates with Jupiter and thus rotates faster than
Ganymede. The relative velocity of the corotating plasma with respect to
Ganymede is smaller than both magnetosonic Mach velocity and Alfvén
velocity [30].

Ganymedean magnetosphere has several distinct features which result from
the small velocity of the incident plasma and the fact that it is embedded
within Jovian magnetosphere. Ganymede lacks a bow shock [35]. Its Alfvén
wings are nearly perpendicular to the plasma flow [35]. With super-alfvénic
plasma flow the magnetosphere would have a bullet shape, because it would be
confined by the hydrodynamic pressure p ≈ ρv2 of solar wind (or any arbitrary
plasma). In the case of Ganymede, the external pressure is p ≈ pmg = B2/2µ0,
which sustains the magnetosphere perpendicular to rotational axis and its
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action on the magnetosphere is approximately axially symmetrical. In the
case of p ≈ ρv2, the external pressure force is direction-dependent, which
results in the non-symmetrical bullet shape [39].

As a result of the Jovian magnetic dipole moment tilt with respect to
the rotational axis of about 10°, the environment surrounding Ganymede
varies. Two basic configurations can be distinguished. When Ganymede is
inside Jovian plasma sheet, the plasma density is high and typically plasma
beta βp > 1. When Ganymede is outside of it, the plasma density is small
and βp < 1 [39]. Periodical changes in the external magnetic field allow
for induced currents inside Ganymede’s conducting layers (for analogy with
Moon, see 3.3.2).

The possibility of an induced dipole moment was investigated by fitting
magnetometer data gathered by Galileo probe during G1, G2, G7, G8, G28
and G29, using two theoretical models. The following two options were
considered:

a) Ganymede has a permanent dipole moment and a permanent quadrupole
moment,

b) Ganymede has a permanent dipole moment and an induced one.

The induced dipole is a good assumption, because other Galilean moons,
namely Europa and Callisto, posses it as a result of changes in external
magnetic fields as they orbit Jupiter. Contrary to Ganymede, they do not
have a permanent magnetic dipole [36]. A boundary condition for the surface
of Ganymede is consistent with an induced dipole with the magnetic field being
B = 100 nT on the poles (and 50 nT on the equator). The magnetic dipole is
oriented anti-parallel to field which is changing in the axis Jupiter-Ganymede.
It is therefore approximately perpendicular to Ganymede’s rotational axis
[37]. This would suggest that Ganymede contains a conductive layer. That
could be an ocean (i.e. partial melt of its icy crust) or conductive rocks [37].
Data gathered in situ by Galileo probe are consistent with both the options.
Authors however prefer the option b) [37].

Because the magnetic field is inversely proportional to the cube of distance
– equation(2.13), the currents induced by the external field need to be near
the surface [39]. The icy crust, however, is not conductive enough (assuming
that the ice is chemically similar to Earth’s oceans) in the low temperatures.
The crust needs to be partially molten, or near the melting point [39]. A heat
source is needed. That could be a nuclear decay of elements in the mantle
and core of Ganymede [39].

In the case of Ganymede there are three types of magnetic field lines.
Open field lines are field lines that connect Ganymede to Jovian field lines.
Closed field lines connect two point on Ganymede. The third type are Jovian
magnetic field lines, which do not connect to Ganymede [37]. They can be
seen in an MHD model in Fig. 3.6 [30].

Ganymede’s interaction with corotating plasma has been modeled both
magnetohydrodynamically [40, 26, 30, 31] and hybridly [13]. Fatemi et al. [13]
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Figure 3.6: (a) 3D plot of field lines around Ganymede
(b) Plasma velocity map in the direction of undisturbed plasma flow. Orange
lines show Alfvén characteristics. The white lines are magnetic field lines. Source:
[30].

have studied asymmetries in particles incident on the surface of Ganymede.
Closed field lines shield the surface of Ganymede, therefore in small latitudes
(−30° – 30°) the incident particle flow is much smaller than outside [13]. The
model does not take ionosphere into account, however.

Ganymede has an atmosphere and an ionosphere, which interact with the
corotating plasma. Ganymede’s atmosphere was discovered in 1972 thanks
to the occultation of star SAO 186800. A lower bound on the atmospheric
pressure above surface was set to be of order 0,1 Pa [7]. Later, from UV
measurements of the occultation of κ Centauri, the upper bound was estimated
to be five orders smaller than the lower bound [6], which was found to be
consistent with later Hubble telescope measurements [19]. Hubble telescope
also allowed to measure spectra, which led to the discovery that Ganymede’s
atmosphere is predominantly constitutes oxygen [19].

The atmospheric properties and its effects on the ionosphere are different in
polar and equatorial regions. In the sputtering regions (as mentioned earlier,
this means high latitudes), the interaction products depend on the energy of
the incident ions. Temperatures in the polar regions do not allow sublimation
though, and therefore all water vapour and hydroxyl released in this process
recondense. Vapors of molecular oxygen are stable under these temperatures,
which allows them to react with plasma through ENA [9].

In the equatorial regions, water vapour and hydroxyl can occur. After
dissociation, the hydrogen has significantly higher velocity than the oxygen
and there it is able to escape. This is not the case for atomic oxygen, as
opposed to polar regions. This is the reason why Ganymede’s ionosphere is
composed of oxygen ions, but not protons [9].

The ionospheric oxygen interacts with electrons from Jovian magnetospheric
plasma via three processes: O2 +e→ O+O+e, O2 +e→ O+

2 +e+e,O+
2 +e→

O + O. Molecular oxygen occurs primarily in polar regions, whereas in
equatorial regions, atomic oxygen occurs dominantly [9].
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Ganymede’s interaction (including ionosphere) with the Jovian magneto-
spheric plasma was modeled magnetohydrodynamically (in spherical coordi-
nates) [30, 31]. In the first case, the ionosphere was handled using boundary
conditions: pressure and density have a uniform distribution which is tempo-
rally constant. The reasoning behind this is that the ionosphere is described
as a reservoir filled with cold dense plasma. Next, the model had a boundary
condition v = 0 on Ganymede’s surface. It was not in a good agreement with
measurements [30], therefore it was improved by the authors in [31]. In the
latter article, two possible boundary conditions were compared. A boundary
condition that was in good agreement with data was that the component
of v perpendicular to the magnetic field has to be continuous on the inner
boundary (1,05RG – this corresponds to the ionosphere’s most conductive
layer) [31]. The field inside Ganymede (0,5RG < r < 1,05RG) was in both
cases calculated from diffusion equation [30, 31].

3.4.2 Europa

Before the first fly-bys of Galileo probe, Europa was not expected to be
a source of interesting plasma phenomena. It turned out to be the case,
however [39]. Europa does not have a homogeneous composition, which
was inferred from gravitational measurements by Galileo probe. Europa’s
moment of inertia is smaller than that of a homogeneous ball. Therefore,
deeper layers of Europa are denser than shallow layers. Europa has an icy
crust. The mangle and the core are probably composed by silicates or iron
compounds [4]. The state of the outer layer cannot be determined from these
measurements however – it is unknown whether the ice is partially molten or
not. A subsurface ocean would allow an induced current, which could affect
Europa’s interaction with the surrounding plasma.

As was mentioned earlier, Europa orbits Jupiter more slowly than the
corotating Jovian plasma. The plasma thus flows from behind with respect
to Europa’s direction of orbit.

Similarly to Ganymede, Europa’s orbit is tilted 10° with respect to the
equator of Jovian magnetic dipole. Therefore, the external magnetic field
surrounding Europa is harmonically changing with the period of 11,1 h (which
is the synodic period of Jupiter’s rotation). Next, as a result of the eccentricity
(ε = 0, 009) of Europa’s orbit, the Bz component of external field is changing
with period T = 85, 2 h (which is period of Europa’s orbiting) [34]. Europa is
located on the outer edge of Io plasma torus, where the Jovian plasma sheet
is thin. Because plasma sheet lies in the equatorial plane of Jovian dipole
field, it is moving relative to Europa as Europa orbits Jupiter. The conditions
are thus changing [34].

Pure water, ice, rocks and ionosphere similar to that of Earth have a skin
depth bigger than Europa’s dimensions for the changes in external field with
period of 10 h. These materials cannot give rise to the induced fields measured
by Galileo [34].

On the other hand, highly conducting materials such as magnetite, graphite
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or metals such as copper or iron have a small skin depth. It is however
improbable for them to be abundant in Europa’s icy (or partially molten)
crust. A probable option is a salty oceans with conductivity similar to Earth’s
ocean with a thickness of the order of tens of kilometres [34].

An induced dipole field was observed in Europa [33].
Europa’s interaction with plasma was observed in-situ by Galielo probe

during E4, E6, E11, E12, E14, E15, E19 and E26 [36]. The interaction has the
following attributes: Alfévn wing formation; induced magnetosphere; induced
dipole magnetic field; magnetic field changes in the wake due to diamagnetic
currents and plasma torus massloading as a result of the interaction of ions
with Europa’s surface [42].

For the modeling of Europa’s interaction (including atmosphere) with
plasma, time dependent Boltzmann equation was solved via PIC method
along with hybrid model (kinetic ions, electrons as massless fluid) [42]. The
Boltzmann part of the simulation was used to model the interaction between
atmosphere and incident ions and pick-up ions . The result was compared to
data from E4 fly-by [36], but it gave different magnetic field profile. According
to the authors, this could be given by a small resolution and a small amount
of macro-particles (and thus small resolution in velocity distribution) [42].

3.5 Mercury

Similarly to Earth, there is likely a planetary dynamo inside Mercury. Its
magnetic field is weak compared to Earth and the dynamic pressure of the
solar wind is much greater than at the level of Earth because of its proximity.
Similarly to Earth, collision-less shock wave is formed at Mercury [1]. There
are however many differences in the systems. Some processes in Mercury’s
magnetosphere are faster than those in Earth’s. For example, the reconnection
rate at Mercury is almost one order of magnitude higher that at the Earth
[12]. Both MHD [29, e.g.] and hybrid [56, e. g.] approaches were used to
model Mercury’s interaction with Solar Wind.

The magnetic field of Mercury is much weaker (by two orders of magnitude
at the surface) than that of Earth [12]. Measurements by MESSENGER
(= MErcury Surface, Space, ENvironment, GEochemistry, and Ranging)
probe reveal that Mercury’s field is well represented by a dipole field offset
from Mercury’s equator by (484± 11) km northward. The dipole magnetic
moment is tilted by less than 3° from the rotation axis of Mercury and is
(195± 10) nTR3

M, where RM is the radius of Mercury [2].
If Mercury had a pure iron core, it would have at most a remanent magnetic

field. That probably is not the case, because Mercury seems to have an internal
magnetic field. Large longitudinal libration of Mercury suggests that it has a
fluid outer core. If the core contains light elements as well as iron, the core
can be partially molten. The candidate constituents are either sulphur, or
elements present in the Earth’s outer core (i.e. silicon, oxygen, etc.) [1].

If there is a molten shell inside Mercury, it can support a dynamo driven by
thermal convection. If the shell is thin, this means the dynamo would yield
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magnetic field with significant non-dipole terms in the multipole expansion,
whereas a thick shell would mean the higher-order terms of multipole expan-
sion would be suppressed [1]. However, the dynamo mechanism is probably
different from Earth’s because Mercury’s field is much weaker at surface than
Earth’s [54]. There are many dynamo models that try to explain Mercury’s
weak field and their review is given in [54].

Mercury also has a relatively strong inductive response. The induced field
possibly contributes ≈ 10% to Mercury’s surface magnetic field [17]. It may
be interesting to study how induced fields in Mercury affect its dynamo [1].
Besides that, remanent magnetic crustal fields are present at Mercury [1].
The magnetic field of Mercury is also greatly affected by magnetospheric
currents [1], e.g. the Chapman-Ferraro current.

21



22



Chapter 4
Model

As a first order approximation, Moon can be considered a non-conduting
obstable that absorbs all incident plasma [14, 48, 18, etc.].

The aim of this thesis is to create a geological model of the Moon and
implement it into the hybrid simulation. When conductivity is taken into
account, it will have an affect on η

µ0
∇×B in equation (2.2).

There are two approaches to computing the magnetic field inside the Moon.
One option is let macro-particles through the lunar surface, but to lower
their density and omit them from the evaluation of physical quantities. This
approach allows magnetic field lines to be continuous. Because charge density
acts as a divisor in equation (2.2), it needs to be kept above a certain value
[57]. The other option is to solve the diffusion equation for magnetic induction
inside the Moon. This creates a problem: how to handle the field in lunar
wake. Either particles can be re-injected behind the Moon [60] (because of
field lines), or the diffusion equation can be computed in the lunar wake as
well. The reasoning is that there is a plasma void in the near lunar wake. In
order that the model approximates vacuum reasonably, resistivity in these
regions needs to be as high as possible [20]. This approach is also used in
articles [14, 10]. In magnetohydrodynamics, there is no plasma inside the
planets and so the evolution of the magnetic field also reduces to diffusion
equation inside the cosmic body [29, 31, 30].

The argument for using diffusion equation in hybrid model is based on the
fact that resistivity is very high in regions of small density. The equation (2.2
reduces to

E = η

µ0
∇×B,

where η is resistivity. Assuming η = const., we obtain the diffusion equation

∂tB = η

µ0
∇2B.

For derivation see the chapter below. The problem of this approach is a
restraint for resistivity. On one hand it should be as high as possible, on the
other hand, the stability condition requires η to be small so that time-step
can be high. The higher the η, the smaller the time-step needs to be, which
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affects computational difficulty. Another option would be to keep the time-
step the same and increase the spatial step. This would affect the precision
of the numerical approximation of derivatives.

Another downside to this approach is that is assumes the conductivity to be
homogeneous. In chapter 3, several objects have been listed that do not have
homogeneous resistivity and where it is desired to take resistivity profiles in
account (e.g. in the case of Galilean moons, where resistivity profile indicates
the existence and location of subsurface oceans).

4.1 Boundary conditions

In the model, there are two boundaries present: a natural boundary and
an artificial boundary. The natural boundary is given by the lunar surface,
denoted by ΓLS. The artificial boundary is introduced because the simulation
domain is finite. The physical problem of solar wind flow around the Moon is
unbounded and therefore boundary conditions have to be carefully imposed
on the artificial boundary, in order that it is consistent with the unbounded
problem.

The boundaries are shown in Fig. 4.1. The outer boundary is subdivided
into Γin, Γout and Γsides, because they behave differently at least in the case
of particles. Γin is a source, Γout a sink and Γsides has to be handled properly.
As will later be explained, simply making it a sink is not a perfect solution.

Γin

Γsides

ΓoutΓLS

uSW

Figure 4.1: Schematic of the simulation domain (not to scale).

Three basic options come to mind with respect to particles. The boundary
can either be a source or a sink of particles, or it can be periodic, that is,
particles removed on one side are added on the opposite side of the simulation
box. Γin, Γout are source and sink respectively. On Γsides two basic options can
be used with regards to particles: sink, or periodic boundary conditions. In
the former case, particles incident on Γsides are removed from the simulation
and in the latter case, they are re-injected on the opposite face of the cuboid
domain.

The simplest implementation, and the implementation used for the simu-
lations presented in the following chapter, is to apply a periodic boundary
condition on all sides of the simulation box. The initial condition follows the
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solar wind properties and the particles from behind the moon across Γout in
front of it.

Implementing sink is simpler, as it means just removing particles from
the simulation. However, particles are removed from the simulation that
would have appeared in the domain again, as the gyrate about magnetic filed
lines. This means that areas within one Larmor radius of the boundary have
artificially lower density.

4.2 Layers of differing resistivity

Temporal changes in external magnetic field induce eddy currents in conduc-
tive layers of the moon. Likewise, the external magnetic field diffuses quicker
into resistive layers. In the lunar case, the core is conductive and the crust is
highly resistive, as was discussed in Chapter 3.

A set of six functions was written that are passed to the scheme through
the library’s API. The goal is to investigate how three different approaches
are handled by the simulation, mostly with regards to stability.

These functions set up a resistive layer according to parameters passed
through the initialization file. The three models use spherical symmetry and
introduce a layer with a different resistivity. The interface between the layers
is different. The models are:..1. step function, where there is a discontinuity where the layers with different

conductivities interface,..2. linear (by parts) function, where the layers with differing conductivities
are connected with a linear transition,..3. tanh model, where the layers are replaced with a hyperbolic tangent.
function.

The implementation as used in the simulations is shown in subsection
4.2. It is however shown for the 2D case only for simplicity. The 3D case is
completely analogous.

Step function

The 2D implementation of a step-function approach is as follows. Its 3D
counterpart is analogous – only rz is added and taken into account when r2
is computed.

stwns_Real stwns_cam_resist_step_2d(
STWNS_Cam cam, stwns_Real x, stwns_Real y)

{
STWNS_CamFuncGlobals pg = cam−>func−>globals;
double rx = x − pg−>planet_posx;
double ry = y − pg−>planet_posy;
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4. Model........................................
double res_ampl = pg−>planet_res_ampl;
double res_layer_thickness = pg−>planet_res_layer_thickness;
double res_layer_pos = pg−>planet_res_layer_pos;

double r2 = rx ∗ rx + ry ∗ ry;
double rmin2 = (res_layer_pos − res_layer_thickness) ∗ (res_layer_pos −

res_layer_thickness);
double rmax2 = (res_layer_pos + res_layer_thickness) ∗ (res_layer_pos +

res_layer_thickness);

if (rmin2 < r2 && r2 < rmax2)
{
return res_ampl;

}

return cam−>resist;
}

Linear function

The linear function requires the computation of a square root and therefore
it is expected to be slower than the step-function approach. Tests confirm
this. Again, 3D version is quite straightforward. The parameter ramp_width
is hard-coded to be equal to the thickness of the layer. Steepness could be
introduced as a parameter initialized from an initialization file.

stwns_Real stwns_cam_resist_linear_2d(
STWNS_Cam cam, stwns_Real x, stwns_Real y)

{
STWNS_CamFuncGlobals pg = cam−>func−>globals;
double rx = x − pg−>planet_posx;
double ry = y − pg−>planet_posy;

double res_amb = cam−>resist;

double res_ampl = pg−>planet_res_ampl;
double res_layer_thickness = pg−>planet_res_layer_thickness;
double res_layer_pos = pg−>planet_res_layer_pos;

double r = sqrt(rx ∗ rx + ry ∗ ry);
double rmin = res_layer_pos − res_layer_thickness;
double rmax = res_layer_pos + res_layer_thickness;

double ramp_width = pg−>planet_res_layer_thickness;
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double ramp_start = res_layer_pos − res_layer_thickness − ramp_width;
double ramp_end = res_layer_pos + res_layer_thickness + ramp_width;

if (ramp_start < r && r < rmin)
{
return (res_ampl − res_amb) / (rmin − ramp_start) ∗ (
r − ramp_start) + res_amb;

}
if (rmin < r && r < rmax)
{
return res_ampl;

}
if (rmax < r && r < ramp_end)
{
return (res_ampl − res_amb) / (rmin − ramp_start) ∗ (
rmax − r) + res_ampl;

}
return res_amb;

}

Tanh model

The hyperbolic tangent model does not require the computation of square
roots and therefore is faster than the linear model, as confirmed by tests.

double tgh_profile(STWNS_Cam cam, double r)
{
STWNS_CamFuncGlobals pg = cam−>func−>globals;

double res_amb = cam−>resist;
double res_ampl = pg−>planet_res_ampl;
double res_layer_thickness = pg−>planet_res_layer_thickness;
double res_layer_pos = pg−>planet_res_layer_pos;
double ramp_width = res_layer_thickness;
/∗ could be set via another parameter ∗/

double res = res_amb + (res_ampl − res_amb) ∗ 0.5 ∗
(tanh((4 ∗ (r − res_layer_pos) + 2 ∗ res_layer_thickness) / ramp_width

+ 2)
− tanh((4 ∗ (r − res_layer_pos) − 2 ∗ res_layer_thickness) /

ramp_width − 2));

return res;
}

stwns_Real stwns_cam_resist_tgh_2d(
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STWNS_Cam cam, stwns_Real x, stwns_Real y)

{
STWNS_CamFuncGlobals pg = cam−>func−>globals;
double rx = x − pg−>planet_posx;
double ry = y − pg−>planet_posy;

double r = sqrt(rx ∗ rx + ry ∗ ry);

return tgh_profile(cam, r);
}
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Chapter 5
Results

5.1 Resistivity model

Three approaches have been used to model Moon’s resistivity profile. All of
them assume spherical symmetry. The models are:..1. step function,..2. linear (by parts) function,..3. hyperbolic tangent model.

The simulations were done in a 2D case only in order that multiple parame-
ters may be investigated. 3D simulations would have been too computationally
expensive to compare 7 different cases. A resistive layer was introduced –
for further explanation, see Chapter 4. The implementation as used in the
simulations is shown in subsection 4.2. It is however shown for the 2D case
only for simplicity. The 3D case is analogous. The resistive layer is put either
in 0.8 to represent a highly resistive crust, or in 0.2 to represent a conductive
core. The simulation runs are summarized in the following table:

# RL position [RL] RL thickness [RL] resistivity notes
1 0.8 0.2 0.1 default
2 0.8 0.2 1
3 0.8 0.2 10
4 0.8 0.2 100 crashes
5 0.2 0.2 0.01
6 0.2 0.2 0.001
7 0.2 0.2 0.0001

All the test were done with magnetic field B = (1/
√

2,−1/
√

2, 0), dt = 0.01,
nx, ny = 1000, 200. Tanh turned out to be even faster than linear in tests.
The linear model was slowest – probably due to the computation of square
roots.

Graphs of differences between configurations were generated. Below is a
selection of them. The difference in wake field is the most significant in the
case of a highly resistive layer. The noise in the lunar wake is likely due to
the random removal of incident particles.
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Parameter Value

IMF orientation (
√

2/2,−
√

2/2, 0)
Bulk velocity of ions (5, 0, 0)vA
Simulation box size 1000× 200
Cell size 0.4Λ
Time step 0.01Λ

Table 5.1: Simulation parameters for the investigation of various resistivity
models

5.1.1 Step function

There are no significant differences between the configurations when it come
to ion charge density – see Fig. 5.1.

As the solar wind passes around the Moon, a plasma void is left in the
lunar wake. This cavity is filled from both sides, until it is refilled at about
x = 5RL. The perturbations in the lunar wake are confined by a Mach cone
with the apex angle of about 14°. Near the surface of the Mach cone, the
ion charge density is less than ρSW. From x = 5RL, a recompression cone
emerges with approximately equal apex angle to the Mach cone. In this
region, the ion charge density rapidly increases. For y < 0, it is greater than
ρSW – this are can be seen in all graphs stretching from x = 5RL, y = −1RL
to x = 13RL.

The most notable difference is between configurations 3 and 1 – see Fig. 5.2.
The magnetic field is mostly affected inside the lunar crust, as expected. The
perturbation in magnetic field of crustal origin propagates alongside Mach
cone. However, these perturbations are comparable to the random noise and
therefore cannot be viewed as significant.

The difference between configurations 7 and 1 is in Fig. 5.3. There, only
the noise in lunar wake is noticeable and there are no significant differences
between the two cases.

5.1.2 Linear function

The most notable difference is between configurations 3 and 1 – see Fig.
5.4. In the case of the linear model, this difference is much more significant,
especially for magnetic field Bx and Bz, where the perturbations propagate
alongside both sides of the Mach cone.

The difference between configurations 7 and 1 is not significant.

5.1.3 Hpyerbolic tangent model

The most notable difference is between configurations 3 and 1 – see Fig. 5.4.
In the case of the hyperbolic tangent model, this difference is comparable
to that of step function model. The magnetic field is mostly affected inside
the lunar crust, as expected. The perturbation in magnetic field of crustal
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Figure 5.1: Plot of ion charge densities for various parameter configurations, n,
Ωt = 40. Configuration 1 serves as a control. Configurations 2 and 3 contain a
crustal layer of enhanced resistivity. Configurations 5, 6 and 7 contain a layer of
decreased resistivity represnting a conducting core.

origin propagates alongside Mach cone. The perturbation are small compared
to the noise in lunar wake. There are no significant differences between
configurations 7 and 1 apart from noise in the lunar wake.
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Figure 5.2: Plot of the magnitude of differences in magnetic field in configurations
3 (highly resistive crust) and 1 (control) for the step function model; Ωt = 40.

The differences in perturbations near the boundary of Mach cone seem most
profound in the case of a the linear function and least with the hyperbolic
tangent model. The smoother the transition is, the smaller the influence – the
question remains what is the desired behaviour for the model to be realistic.
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Figure 5.3: Plot of the magnitude of differences in magnetic field in configurations
7 (conducting core) and 1 (control) for the step function model; Ωt = 40.
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Figure 5.4: Plot of the magnitude of differences in magnetic field in configurations
3 (highly resistive crust) and 1 (control) for the linear function model; Ωt = 40.
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Figure 5.5: Plot of the magnitude of differences in magnetic field in configurations
7 (conducting core) and 1 (control) for the linear function model; Ωt = 40.
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Figure 5.6: Plot of the magnitude of differences in magnetic field in configurations
3 (highly resistive crust) and 1 (control) for the hyperbolic tangent model;
Ωt = 40.
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Figure 5.7: Plot of the magnitude of differences in magnetic field in configurations
7 (conducting core) and 1 (control) for the hyperbolic tangent model; Ωt = 40.
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5. Results .......................................
5.2 Two species plasma interaction with Moon

A simulation with two species is analysed to see how the model is affected by
adding another ion specie, i.e. apart from H+ ions to have a specie of He++
ions. The parameters of the simulation are summarized in Table 5.2.

Parameter Value

IMF orientation (
√

2/2,−
√

2/2, 0)
Bulk velocity of hydrogen ions (5, 0, 0)vA
Bulk velocity of helium ions (5.212,−0.212, 0)vA
Simulation box size 500× 400× 304
Cell size 0.4Ω−1

Table 5.2: Simulation parameters of the two specie simulation

Figure 5.8 shows graphs of the charge density of the first specie (H+) in
the xy plane at z = 0 and the xz plane at y = 0, respectively. Figure 5.9
shows four yz planar sections for varying x that is shown in the titles of the
subfigures. Graphs of the charge density of the second specie (He++) are in
Figures 5.10 and 5.11.

The H+ ion specie charge density looks generally similar to the ion charge
density in the case of simulation of only one specie solar wind interaction
with the Moon. A plasma cavity is formed in the lunar wake, which is
refilled primarily along magnetic field lines. The rarefaction cone has the
apex angle approximately equal to 14◦. Further down the wake, there is a
compression region surrounding the central plasma cavity. There is a notable
asymmetry – the proton charge density is enhanced in an area that can be
seen at approximately x = 5RL, y = −2RL, z = 0. This could be due to
the introduction of the He++ species, but is likely due to the asymmetry
introduced by the magnetic field. As the ions move along field lines, the
compression region is filled quicker on that side of the lunar wake. While
x-axis is defined by the movement of H+, He++ cavity is oriented with a
non-zero angle (stretching toward −y). The movement of He++ ions is slower
due to their higher mass-to-charge ratio. The angle formed by the ion bulk
velocity vector and the magnetic field lines is smaller in the case of bulk
velocity of helium ions, which means they will not refill the cavity as quick as
hydrogen ions, as ions move along field lines. This suggests that the cavity
formed by helium ions is refilled by hydrogen ions, as is evidenced by the y
component of the bulk velocity of hydrogen ions.

The ratio of the charge densities of ions (He++/H+) is shown in Figures
5.12 and 5.13. The ratio is rather high in the plasma cavity due to the
different directions of the bulk velocities of H+ and He++ ions in the solar
wind, respectively. The cavity in He++ ions is not aligned along the x axis
whereas the cavity in H+ ions is and therefore the ratio of He++/H+ ion
charge density is very high along the x axis, corresponding with the cavity
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Figure 5.8: Charge density of H+ ions: top – xy plane at z = 0, bottom xz
plane at y = 0
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Figure 5.9: Charge density of H+ ions: transversal sections at x = 0, x =
2RL, x = 4RL, 6 = RL

in H+ ions. In the graphs of the ratio of charge density of He++ and H+
ions, the rarefaction region and compression region of H+ ions is apparent –
the lighter cone (higher relative density of He++) is the rarefaction region
and the darker cone (higher relative density of H+) is the compression region.
In the graphs in Fig. 5.13, these regions appear as annuli. There are no
significant features due to He++ ions.

The bulk velocity of the two ion species is shown in Figures 5.14, 5.15, 5.16
(H+ specie, longitudinal sections), 5.20, 5.21, 5.22 (He++ specie, longitudinal
sections), 5.17, 5.18, 5.19 (H+ specie, transversal sections), 5.23, 5.24, 5.25
(He++ specie, transversal sections). The bulk velocity is directed to the
centre as ions refill the lunar cavity by H+ ions – this can be seen in Figures
5.24 and 5.25. The refilling is confined within the Mach cone. At x = 0.6RL,
the central region is surrounded by an annulus where the y-component of
bulk velocity is approximately zero. This area corresponds to the compression
cone – see Fig. 5.9. Outside this annulus, the y component of hydrogen ion
bulk velocity is greater than zero for y less than zero and vice versa; the
same holds for the z component of hydrogen ion bulk velocity – this shows
that hydrogen ions are transported from the rarefaction cone toward the
compression region. The graph y-component of hydrogen bulk velocity in
the near wake shows that ions refill the wake predominantly from the side
of y > 0. In the graph of xy plane, the field is less than zero on the x axis
in the near wake from RL to approximately 2RL – see graphs on Figs. 5.15,
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Figure 5.10: Charge density of He++ ions: top – xy plane at z = 0, bottom xz
plane at y = 0
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Figure 5.11: Charge density of He++ ions: transversal sections at x = 0, x =
2RL, x = 4RL, 6 = RL

5.18. This is likely due to the ions moving along magnetic field lines across
the mach cone and rarefaction region. The hydrogen ions thus refill also the
plasma cavity formed by He++ ions, which the slow He++ ions do not refill
to this extent – see that the graph 5.21 does not contain this feature. The
y-component of bulk velocity of He++ ions is approximately zero on the
x axis – the bulk velocity of He++ ions does not show the aforementioned
asymmetry.

The graphs of temperature anisotropy are shown in Figures 5.26, 5.27, 5.28
and 5.29. H+ ions have a high perpendicular temperature within the Mach
cone in areas surrounding the plasma cavity that stretch in the y-direction
as can be seen in Figure 5.26 and 5.27. The H+ ions within the rarefaction
cone have low T⊥/T‖. He++ ions’ T⊥/T‖ ratio is enhanced in an area that
stretches in the direction of approximately ∼ 9° with respect to x axis, which
is a larger angle than the direction of the bulk velocity of He++ ions in the
solar wind.

Figures 5.30, 5.31, 5.32 show the graphs of the x, y and z component of
magnetic field, respectively, where the top subfigures shows the xy plane at
z = 0 and the bottom subfigures show the xz plane at y = 0. Figures 5.33,
5.34, 5.35 show the x, y and z component of magnetic field, respectively, at
yz plane at various x (shown in the subtitles). Magnetic field lines are plotted
in Figures 5.36 and 5.37. The magnetic field wake structure does not differ
significantly from that of a single specie model. The x and y components of
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Figure 5.12: Ratio of ion specie densities: top – xy plane at z = 0, bottom xz
plane at y = 0
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Figure 5.13: Ratio of ion specie densities: transversal sections at x = 0, x =
2RL, x = 4RL, 6 = RL

the magnetic field are enhanced in the central part of the lunar wake. The x
component is weakened in the entire rarefaction region. The y component
of the magnetic field has similar features – it is enhanced in the centre of
the wake and weakened in the rarefaction region. However, this weakening is
mostly prevalent in the z direction – see Fig. 5.34. The enhancement of the
magnetic field in the central wake is also apparent in the graph of magnetic
field lines (Fig. 5.37), where the field lines are compressed in the central part
of the wake.

Figures 5.38, 5.39 and 5.40 show components of electrical current in xy
(top) and xz (bottom), respectively. Transversal sections at x = 0, 2RL, 4RL
and 6RL respectively are shown in figures 5.41, 5.42 and 5.43. The stream
plots are in Figures 5.44 and 5.45. The electrical current perpendicular to
the wake is counter-clockwise around the plasma cavity. The y component of
the magnetic field is prevalent along the surface of the central plasma cavity.
The electrical currents are closed at the end of the wake structure – these
areas of the lunar wake structure for high x are however not relevant because
they are a product of the initial conditions of the numerical simulation.

The graphs of electric field are in Figures 5.46, 5.47, 5.48, 5.49, 5.50 and
5.51. The electric field is not significantly different from a single-specie case.
The x component of the electric field greater than zero in the lunar wake for
z > 0 and lower than zero for z < 0. The y component of the electric field
in the lunar wake is divided into four quadrants stretching alongside x axis –
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Figure 5.14: Bulk velocity in x-direction of H+ ions: top – xy plane at z = 0,
bottom xz plane at y = 0
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Figure 5.15: Bulk velocity in y-direction of H+ ions: top – xy plane at z = 0,
bottom xz plane at y = 0
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Figure 5.16: Bulk velocity in z-direction of H+ ions: top – xy plane at z = 0,
bottom xz plane at y = 0
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Figure 5.17: Bulk velocity in x-direction of H+ ions: transversal sections at
x = 0, x = 2RL, x = 4RL, 6 = RL

Figure 5.18: Bulk velocity in y-direction of H+ ions: transversal sections at
x = 0, x = 2RL, x = 4RL, 6 = RL
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Figure 5.19: Bulk velocity in z-direction of H+ ions: transversal sections at
x = 0, x = 2RL, x = 4RL, 6 = RL

see 5.49.
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Figure 5.20: Bulk velocity in x-direction of He++ ions: top – xy plane at z = 0,
bottom xz plane at y = 0
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Figure 5.21: Bulk velocity in y-direction of He++ ions: top – xy plane at z = 0,
bottom xz plane at y = 0
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Figure 5.22: Bulk velocity in z-direction of He++ ions: top – xy plane at z = 0,
bottom xz plane at y = 0
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Figure 5.23: Bulk velocity in x-direction of He++ ions: transversal sections at
x = 0, x = 2RL, x = 4RL, 6 = RL

Figure 5.24: Bulk velocity in y-direction of He++ ions: transversal sections at
x = 0, x = 2RL, x = 4RL, 6 = RL
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Figure 5.25: Bulk velocity in z-direction of He++ ions: transversal sections at
x = 0, x = 2RL, x = 4RL, 6 = RL
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Figure 5.26: Temperature anisotropy of H+ ions: top – xy plane at z = 0,
bottom xz plane at y = 0
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Figure 5.27: Temperature anisotropy of H+ ions: transversal sections at x =
0, x = 2RL, x = 4RL, 6 = RL

56



........................5.2. Two species plasma interaction with Moon

Figure 5.28: Temperature anisotropy of He++ ions: top – xy plane at z = 0,
bottom xz plane at y = 0
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Figure 5.29: Temperature anisotropy of He++ ions: transversal sections at
x = 0, x = 2RL, x = 4RL, 6 = RL
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Figure 5.30: x-component of the magnetic field: top – xy plane at z = 0, bottom
xz plane at y = 0
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Figure 5.31: y-component of the magnetic field: top – xy plane at z = 0, bottom
xz plane at y = 0
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Figure 5.32: z-component of the magnetic field: top – xy plane at z = 0, bottom
xz plane at y = 0
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Figure 5.33: x-component of the magnetic field: transversal sections at x =
0, x = 2RL, x = 4RL, 6 = RL

Figure 5.34: y-component of the magnetic field: transversal sections at x =
0, x = 2RL, x = 4RL, 6 = RL
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Figure 5.35: z-component of the magnetic field: transversal sections at x =
0, x = 2RL, x = 4RL, 6 = RL

Figure 5.36: Graph of magnetic field lines: top – xy plane at z = 0, bottom xz
plane at y = 0
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Figure 5.37: Graph of magnetic field lines: transversal sections at x = 0, x =
2RL, x = 4RL, 6 = RL
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Figure 5.38: x-component of electrical current: top – xy plane at z = 0, bottom
xz plane at y = 0
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Figure 5.39: y-component of the magnetic field: top – xy plane at z = 0, bottom
xz plane at y = 0
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Figure 5.40: z-component of electrical current: top – xy plane at z = 0, bottom
xz plane at y = 0
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Figure 5.41: x-component of electrical current: transversal sections at x =
0, x = 2RL, x = 4RL, 6 = RL

Figure 5.42: y-component of electrical current: transversal sections at x =
0, x = 2RL, x = 4RL, 6 = RL
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Figure 5.43: z-component of electrical current: transversal sections at x =
0, x = 2RL, x = 4RL, 6 = RL

Figure 5.44: Graph of electric current: top – xy plane at z = 0, bottom xz
plane at y = 0
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Figure 5.45: Graph of electric current: transversal sections at x = 0, x =
2RL, x = 4RL, 6 = RL
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Figure 5.46: x-component of electric field: top – xy plane at z = 0, bottom xz
plane at y = 0
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Figure 5.47: x-component of electric field: transversal sections at x = 0, x =
2RL, x = 4RL, 6 = RL
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Figure 5.48: y-component of electric field: top – xy plane at z = 0, bottom xz
plane at y = 0
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Figure 5.49: y-component of electric field: transversal sections at x = 0, x =
2RL, x = 4RL, 6 = RL
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Figure 5.50: z-component of electric field: top – xy plane at z = 0, bottom xz
plane at y = 0
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Figure 5.51: z-component of electric field: transversal sections at x = 0, x =
2RL, x = 4RL, 6 = RL
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Chapter 6
Summary

In this work, a hybrid numerical model was used for the case of Lunar
interaction with solar wind. Two phenomena were studied – the influence of
a resistive crust and/or conducting core on the lunar interaction with the
solar wind; and the influence of a relative movement of hydrogen and helium
species. Three models were employed to modify the resistivity of a spherical
layer within the Moon:..1. the layer of modified resistivity is inserted without handling the interface

– the interface is a step function,..2. the layer of modified resistivity is connected to the background using a
spherical ramp – a linear function,..3. the layer of modified resistivity and the background are replaced by a
tangent hyperbolic function of radius.

For further description, see Chapter 4. The parameters of the spherical layer
can be set using the simulation initialization file, meaning that the layers
can be set arbitrarily – this allows the user to simulate the conducting layers
within bodies such as Europa, Ganymede, Mercury.

The effect of the introduction of a resistive layer was studied using seven
2D simulations, where one served as a control, three had a layer of increased
resistivity introduced in the crust, and three had a layer of decreased resistivity
introduced in the core. The model reached of the stability of the numerical
scheme for high resistivity – this limit can be bypassed using a higher spatial
or temporal resolution at the cost of computational difficulty.

The lunar wake structure of ion charge density does not seem to be affected
when layers with modified resistivity are employed – see 5.1. The plasma void
(area of very low charge density in the centre of the near wake) in the lunar
wake is filled from both sides of the wake and is refilled at approximately
x ≈ 5RL regardless of the resistivity set in the model – neither a highly
conducting core, or a highly resistive crust seem to have a significant effect.
All simulations produce a Mach cone of the same apex angle of 14°. However,
there were perturbations in the magnetic field prominent on the surface of
the Mach cone due to the introduction of a highly resistive crust in the model.
See the graph of differences between configurations 3 (highly resistive crust)
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6. Summary ......................................
and 1 (control) – Fig. 5.2, 5.4 and 5.6. These perturbations are however
comparable in magnitude to the noise produced by the procedure of randomly
removing ions incident on the lunar surface. The three models employed all
affected the stability of the simulation in the same way. However, there was a
significant difference between the models with regard to their computational
expensiveness – the model employing linear function on the interface between
the layers with different resistivity is significantly slower, while the other
two models were comparable in speed. There was also a difference in the
influence on the magnetic field itself, where the linear model impacted the
magnetic field more – see Figs. 5.2, 5.4 and 5.6. This is likely due to the ramp
it introduces on the interface between the background and the layer with
modified resistivity, which makes the layer thicker overall. A 3D model can
be employed to study the influence of high crustal resistivity on the model
further. Temporal changes in the external magnetic field may be interesting
to study as well – it is expected to affect the magnetic field in the case of the
highly conducting Lunar core.

The interaction of a solar wind including He++ ions was studied using a
3D hybrid numerical simulations whose parameters can be seen in 5. The
lunar wake is bifurcated due to the bulk velocities of the H+ and He++
species being in different directions. The main features of the single specie
interaction are preserved in the two specie case. Because the ratio of the
charge densities of the species is 20, the interaction is mainly driven by the
hydrogen specie. There are seemingly no distinct differences in the features of
the magnetic field between the two specie model and a one specie simulation.
The H+ ion specie charge has generally similar features to the the ion charge
density structures in the case of a simulation of only H+ specie solar wind
interaction with the Moon. The plasma cavity produced in the wake as ions
are absorbed by the lunar surface is refilled primarily in the y direction –
along magnetic field lines. All perturbations are bound by Mach cone with
the apex angle approximately equal to 14◦. Further down the wake, there
is a compression region surrounding the central plasma cavity. The cavity
formed by helium ions appears to be refilled by hydrogen ions moving along
the magnetic field lines, as is evidenced by the y component of the bulk
velocity of hydrogen ions. The H+ ions within the rarefaction cone have
low T⊥/T‖. He++ ions’ T⊥/T‖ ratio is enhanced in an area that stretches in
a direction that seems to be a greater angle (with respect to x axis) than
the direction of the bulk velocity of He++ ions in the solar wind. A longer
simulation may reveal more information as the wake structure becomes longer.
The magnetic field wake structure does not differ significantly from a single
specie simulation magnetic wake field structure, the x and y components of
the magnetic field are enhanced in the central part of the lunar wake and
weakened in the rarefaction region. Around the central plasma cavity in the
wake, there is a counter-clockwise electrical current (when viewed along x
axis).
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