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kterých lze počítat trajektorie relativistických částic v magnetickém poli tokamaku, a které byly
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Abstract: This diploma thesis is dealing with so called runaway electrons, which are generated
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can cause serious damage. A brief summary of the fundamentals of runaway electron physics
is given. The integration schemes dedicated for description of the dynamics of the relativistic
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Introduction

One of the greatest and most expensive scientific project in the mankind history is slowly
but gradually being built in Cararache in the France. This project attracts attention not only
of the whole fusion community, but the name of the project ITER appears also in the press.
The name ITER was originally an abbreviation of the International Thermonuclear Experimen-
tal Reactor. ITER project aims to prove feasibility of the thermonuclear fusion, demonstrate
physical principles and verify physical models, which were developed during the last decades.
ITER is often presented as the final stage of the fusion research and represents main goal of the
researches from the 50s, when nuclear fusion began to be seriously investigated. Unfortunately,
ITER will be not the end of a long journey, but a new start of the scientific investigation, which
could bring the humanity to a nearly sustainable source of energy.

Nuclear fusion Nuclear fusion is opposite process to the well know and commercially ex-
ploited nuclear fission. Nuclear fusion is a reaction of two or more atomic nuclei. When inci-
dent particles come close enough to form one or more different nuclei and subatomic particles,
the energy is released in the form of kinetic energy of the products. One way, how to get nuclei
close enough is delivery of relatively large amounts of energy to overcome the Coulomb repul-
sion, which acts between oppositely charged particles. This way of realisation of nuclear fusion
is called thermonuclear fusion. The most promising nuclear reaction, which can lead to a re-
lease of relatively large amount of energy could be released, is the fusion reaction of deuterium
with tritium

D + T→4 He + n. (1)

The products of this reaction are an alpha particle and a neutron. 17.6 MeV energy is released by
this reaction in the form kinetic energy of products. This fusion reaction is not only favourable
from the point of view of the amount of released energy, but especially due to the probability
of the realisation. The quantity, which describes the probability of the reaction, is called the
cross section. The cross section of the most important fusion reactions is shown in the figure 1.
As can be seen in the figure, the fusion reaction of deuterium with tritium has the largest cross
section for the lower energies of incident particle and thus is is the most accessible reaction.
The importance and advantage of different fusion reactions lies in the type of fusion products.
For example the reaction

p +11 B→ 34He, (2)
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Figure 1: The cross section of the most important fusion reactions. [47]

releases 8.7 MeV of energy, but products of the reaction are only charged particles. This type of
fusion reaction belongs to the group, where no neutrons are produces, which are usually called
advanced fusion reactions.

Tokamak Thermonuclear reactions require delivery of large amounts of energy to particles
of matter. The matter has to be heated up to extreme temperatures, keeping in mind that the
temperature is a measure of the average kinetic energy. When the matter is heated up to suffi-
ciently high temperatures, then the matter exists in the state called plasma, which can be simply
described as a gas consisting of ions and electrons.

One of the problems, which thermonuclear fusion has to deal with, is the required very
high temperature (tens of millions K) of the plasma. The plasma cannot be sustained in any
chamber made of conventional materials, because after the contact of the plasma with material
the material would essentially ceased to exist while the plasma would decrease temperature and
increase impurity contents. However, the scientist proposed come up with so called magnetic
confinement. The conception of magnetic confinement is based on an idea, that plasma can be
confined by magnetic fields and the fields prevent plasma from touching the wall of the device.

One of the facilities, which can contain the plasma with help of magnetic field, is called
a tokamak. The word tokamak is an abbreviation from Russian words with English meaning
"toroidal chamber with magnetic coils". The tokamak uses strong toroidal magnetic field gener-
ated by toroidal field coils combine with poloidal magnetic field, which is generated by current
driven through the plasma column in the toroidal direction. The plasma current is necessary
for creation of magnetic field, which is capable to confine the particles of the plasma, but also
for heating of the plasma. Unfortunately, plasma is also subject to a number of instabilities.
The instabilities limit the operational space of tokamak and they are dangerous for the tokamak
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Figure 2: The figure shows the sketch of the tokamak with its main components. [1]

operation. The instabilities can result in sudden termination of the plasma. This particular event
is called a disruption and can be accompanied by generation of the runaway electrons.

Runaway electrons The electrons, which are called runaway, are high energy particles with
the velocities approaching the speed of light. In tokamaks, the runaway electrons are generated
usually during the low density discharges or in the moment of plasma disruption. The need of
the current driven through the plasma in tokamaks is linked to induction of the electric field. In
the case that the electric force is greater than the mean force caused by the collisions with bulk
particles, the electrons can run away. The impact of beam consisting of runaway electrons onto
the first wall can damage important components of the tokamak and thus put the facility out of
operation. However, the runaway electrons are not only phenomenon observed in the tokamak
physics. By the presence of the runaways the principle of the lighting strike or occurrence of
the terrestrial gamma-rays are explained.

The runaway electrons are subject of intensive studies on several devices across Europe. The
emphasis is especially put on understanding of physics behind generation of the runway elec-
trons and possibilities of their mitigation. According to the numerical simulations of the ITER
plasma disruption, the runway electrons can carry several MA of the plasma pre-disruption
current. Its energy is sufficient to cause serious damage to the first wall, therefore, reliable mit-
igation strategy has to be developed before the ITER will be put in operation. Otherwise, the
financial investment, the spent human and material resources and future of the fusion research
will be put at risk.
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As was indicated in the previous paragraph, this thesis deals with the physics of runaway
electrons. Main part of the thesis is dedicated to simulation of the trajectories of runaway elec-
trons in the magnetic field of the tokamak. The first chapter in focused on the basics of the
runaway electron physics, summarises the generation principles and covers important features
of runaway dynamics. In the second chapter, the reader will be introduced into particle motion
in electric and magnetic fields. The numerical methods of calculation of the particle trajectory
are given. The stress is put especially on numerical schemes capable of correct description of
relativistic particles. The algorithm used for determination of the particle trajectory is described
in the third chapter. In the fourth chapter the results of the particle simulations are discussed
with implications for experimental observations. The final fifth chapter is dedicated to compar-
ison of the experimental results with the measurements.
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Chapter 1

Physics of runaway electrons

The operation of future tokamaks and especially tokamak ITER has to deal with several
threats, which can put them out of operation and seriously damage experimental facility. Cur-
rently, a wide variety of strategies of mitigation of disruptions are under develop, but there are
still open questions. The runaway electrons are one of the possible threats, which could be detri-
mental for the first wall and in-vessel components. This chapter concerns with fundamentals of
physics of runaway electrons.

1.1 Introduction to physics of runaway electrons

As it was said in the introduction of this thesis, runaway electrons are high-energy particles,
which can be generated in tokamaks by the toroidal electric field. Runaway electrons occur,
when electric force Fe = −eE exceeds friction force Fd = −meνu, where e is the elementary
charge, me is mass of the electron and ν denotes collisional frequency. Electron collision fre-
quency for suprathermal electrons, i.e. electrons with much higher velocities than the thermal
velocity, can be approximated by formula

ν =
nee4 ln Λ

4πε2m2
ev

3 . (1.1)

Here ne is the electron density, e elementary charge, ln Λ is the Coulomb logarithm, ε is the
permitivity of vacuum, me and v denote the electron mass and the electron velocity respectively.
Furthermore Coulomb logarithm is defined as

ln Λ = ln
(
λD

b0

)
, λD =

√
ε0kB

ΣαQ2
αnα/Tα

, (1.2)

where λD is so called Debye length and b0 is the critical collision parameter or impact parameter.
The collision parameter is the perpendicular distance between the path of the particle and the
center of a potential field created by another particle that the scatter particle is approaching.
Than the critical collision parameter represent the perpendicular distance in which the scattering
angle equals 90◦. The Debye length has great importance in plasma physics, because this length
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characterizes scale of interaction between individual particles in plasma. Movement of electron
in electric field can be described by simplified equation of motion

me
dv
dt

= −eE − meνv ≈ −eE −
nemee4lnΛ

4πε2m2
ev

2 . (1.3)

Here E denotes the magnitude of electric field. From this equation we can draw a simple
conclusion. When the right hand side of the equation (1.3) is negative, the electron will be
slowed down, when the right hand side is positive the electron is accelerated and will run away.
Whether the electron will be accelerated or slowed down depends on its the initial velocity. If
we set the time derivative in the equation (1.3) to zero, we can determine the critical velocity.
The critical velocity is given by equation

vc =

√
nee3 ln Λ

4πε2meE
. (1.4)

Electrons with higher velocities than critical velocity vc, will be accelerated. As can be seen
from the equation (1.4), the critical velocity is proportional to the reciprocal value of the square
root of intensity of the electric field E and the square root of the electron density ne. This means
that the electrons will run away especially in low density plasma with high applied external
electric field. Due to the fact, that the speed of any object is limited by the speed of light, the
critical field Ec exists [10]. Below this value of the electric field, it is not possible to electron
runaway. The critical field is given by

Ec =
nee3 ln Λ

4πε2
0mc2

, (1.5)

where c denotes the speed of light in vacuum. If a more precise treatment is followed and the
collision with the ions are taken into account, a slightly different formula can be derived for the
critical velocity, which can be expressed by

vc =

√
nee3 ln Λ(2 + Ze f f )

4πε2meE
, (1.6)

Ze f f =
Σ jn jZ j

ne
is the effective charge. The initial energy that an electron runaway needs to become

a runaway electron can be estimated by the formula

Wc =
1
2

mev
2
c ≈ 2.2(2 + Ze f f )

ne[10−19m−3]
E[V/m]

keV. (1.7)

The formula 1.7 is applicable only in low density plasmas, otherwise the relativistic formula for
energy has to be used. Here, it has to be noted that the collision frequency is not a decreasing
function of velocity in the whole range of velocities. For velocities smaller than the thermal
velocity vT , the collisional frequency is almost independent on velocity and the friction force
increases linearly with the velocity. The friction force reaches its maximum at the thermal
speed and than it is decreasing function of velocity. The mentioned situation is illustrated in
the figure 1.1. The black curve represents the friction force, which is expressed by so called
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Chandrasekhar function. The red one is accelerating force given by electric field. The graph is
divided by intersections of these curves into three regions. In the first and the third region the
accelerating force dominates. However, border between region I. and II. is stable and therefore
the electrons will runaway only in the third region.

1.2 Generation of runaway electrons
In this section, the description of the mechanisms of generation of runaway electrons are

given. The mechanisms of generation can be divided into two groups. First group covers mech-
anisms, which do not need previous existence of suprathermal electrons and these are called
primary generation mechanisms. These mechanisms provide runaway electron seed, which can
be multiplied by secondary generation mechanism. In the small tokamaks, the Dreicer pri-
mary generation dominates over the secondary - avalanche mechanism. The so called hot-tail
mechanism takes place exclusively during the plasma disruption. Other two possible generation
mechanisms will be discussed in the following section.

1.2.1 Primary generation
1.2.1.1 Dreicer generation

The production mechanism of RE described in the previous section is in the literature called
Drecier mechanism after H. Dreicer, who as the first described the mentioned phenomena [11,
12]. The Dreicer in his work introduce an important quantity, which is nowadays called after
him the Dreicer field and the value of the field need to cause all electrons to run away. The
Dreicer field is expressed by formula

ED =
nee3 ln Λ

4πε2kTe
, (1.8)

where k is the Boltzmann constant and Te is temperature of electrons. The growth rate of the
runaway population is characterized by [10]

dnr

dt
= Cneνthε

−3(1+Ze f f /16)exp
(
−

1
4ε
−

√
1 + Ze f f

ε

)
. (1.9)

Here nr is runaway electron density, ε = E
ED

, C is constant in order of unity not determined by
analytical model and vth is electron-electron collisional frequency of thermal particles given by

νth =
nee4 ln Λ

4πε2m2
ev

3
th

. (1.10)

1.2.1.2 Hot-tail mechanism

The following generation process significantly differs from previous Dreicer mechanism and
it is associated with plasma instability. Hot-tail generation [36] process is caused by incomplete
thermalization of electrons during sudden plasma colling, which is one of the first stages of
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Figure 1.1: Illustration of the basic mechanism of the generation of the runaway electrons.
The plotted Chandrasekhar function (black) represents the friction force, which is caused by
Coulomb collisions with bulk plasma particles. The red curve is constant accelerating force
acting on the particles and given by the value of the electric field. The intersections of these
two curves divide the graph into three regions. The border between the first and the second
region (blue line) is stable, but the border of the second and the third region is unstable and all
particles to the right of this border are accelerated. For higher velocities, radiation effects have
to be taken into account and the friction force acting on electrons rises and prevents electrons
to gain higher speed than is speed of light. Courtesy of O. Ficker [14]
.
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rapid plasma termination called disruption. During rapid plasma cooling, which is often caused
by presence of impurities, electrons are decelerated by ionization and excitation. The electrons
with high enough velocities have very low collisional frequency and on the time scale of thermal
quench undergo negligible number of major collisions and these electrons are not thermalized as
the rest of the bulk particles. This means that the time between two collisions τ (reversed value
of collisional frequency) of particles with enough kinetic energy is longer than or comparable to
characteristic time of thermal quench t0. This mechanism of generation of runaway electrons is
called hot-tail mechanism, because the emerging runaway electrons have their origin in the hot
tail of the Maxwellian distribution function. The growth rate of the runaway electron population
by hot tail mechanism can be estimated by formula [35](

dnr

dt

)
hot−tail

= 4π
d
dt

∫ +∞

vc

(v2 − v2
c) f dv, (1.11)

where vc is the critical velocity for the runaway generation. If we assumed the exponential
decrease of temperature during the thermal quench, T = T0e−

t
t0 (t0 denotes characteristic time

of duration of the thermal quench), one may obtain simple analytical formula for estimation the
runaway density

nhot−tail
r ≈ ne0

2
√
π

uc,mineu2
c,min (1.12)

with

u3
c,min = t0ν0

[
2 ln

ED0

E‖0
−

4
3

ln
(
4
3

t0ν0

)
−

5
3

]
(1.13)

. Here ne0 is the initial density of electrons, vT0 is the initial thermal speed of background
electrons, ν0 = ne0e4 ln Λ

4πε2
0m2

ev
3
T0

is the collisional frequency of the thermal electrons before disruption
and the ED0/E‖0 initial ratio of Dreicer electric field and parallel electric field. The above
formula is known to overestimate the number of high energy electrons compared to the more
precise kinetic treatment.

1.2.1.3 Tritium decay

Naturally occurring trititum is extermely rare on Earth, because of radiocative nature and
short half-life of this isotope of hydrogen. Half-time of the tritium τT is 4500 ± 4 days and
tritium decay into helium is described by formula

T →3
2 He + e− + ν̄e, (1.14)

which states, that the products of the reaction is helium, electron and the electron antineutrino.
The rate of production of β particles is given by [26](

dnβ
dt

)
= λT nT = ln 2

nT

τT
. (1.15)

Here nT is density of trititium and λT = ln 2/τT is denotes decay constant. Maximum kinetic
energy of the released electrons is 18.6 keV and the average energy is 5.7 keV. The generation
rate of the runaway electrons by the tritium decay is expressed as
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(
dnr

dt

)
tritium

= λT nT = ln 2
nT

τT
Fβ(Ec), (1.16)

where Fβ(Ec) is a fraction of the beta spectrum that would become runaway. This fraction of
beta particles can be calculated from equation

Fβ(Ec) =

∫ Emax

Ec

fβ(E)dE, (1.17)

fβ(E) is spectrum of beta particles normalized to one, Ec is critical energy and Emax is maximum
energy of beta particles. The growth rate 1.16 does not include the dependence on the electric
field, which plays an important role in the runaway generation. The runaway electrons cannot
be born, if the initial velocity of the electron is oriented oppositely to the direction of the electric
field. So the formula 1.16 overestimates the number of generated runaway electrons.

1.2.1.4 Compton scattering

Another way of generation of the ruanaway electrons, which is unimportant in the present
day tokamaks is Compton scattering of γ rays with electrons. In the DT phase of the ITER the
γ rays will be emitted by activated wall and the rate of the runaway generation can be estimated
by formula [26] (

dnr

dt

)
compton

≈ ne

∫
Γγ(Eγ)σ(Eγ)dEγ, (1.18)

Eγ is the photon energy, Γγ(Eγ) the gamma flux energy spectrum and σ(Eγ) the Compton cross-
section for photons of energy Eγ. The total gamma flux is in ITER estimated as 1020m−2s−1 The
Compton scattering is a well understood process, in which the γ rays are scattered on electrons.
The energy of photon E′γ, which undergoes the Compton scattering is determined by the formula

E′γ =
Eγ

1 +
Eγ

mec2 (1 − cos θ)
. (1.19)

Here θ is the scattering angle. If we are interested in the production of runaway electrons, we
have to consider only these scattering events, where electrons gain enough energy to become
runaways. This condition is experessed Ee = Eγ − E′γ ≥ Ec, where Ee is energy of incident
electron and Ec is the critical energy. The total cross-section for the Compton scattering, which
appears in (1.18) is calculated from following equation

σ(Eγ) =

∫ π

θc

dσ
dΩ

dΩ, (1.20)

dσ
dΩ

is the differential cross section and integration is performed from so called critical angle
θc. This is the smallest scattering angle, which causes generation of runaway electron and
can be determined from equation (1.19). Generation mechanism describe here together with
tritium decay can provide additional sources of primary runaway electrons, which can be then
multiplied by the avalanche mechanism. As it was noted in the previous subsection, the formula
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1.18 overestimates the number of generated runaway electron, because does not include some
factor, which represents dependence on direction of initial energy with respect to orientation of
the toroidal magnetic field.

1.2.2 Secondary generation

Unique and very important process, which leads to creation of runaway electrons and de-
pends on already existing runaway population is the secondary generation or often in the litera-
ture called avalanche mechanism [34]. Secondary runaways are formed when existing runaway
electrons collide with thermal electrons and the runaway electron transfers enough energy to
thermal electron to kick it into the runaway region while incoming electron remains in the run-
away region. This type of collisions are called a knock-on collision and it is quite rare in the
tokamak plasmas. In large tokamak the avalanche mechanism plays the main role in the run-
away electron generation process and this source of production of RE will be crucial for ITER.

If we follow simple description of the avalanche mechanism given in the previous paragraph,
we can derive simple conclusions. The energy of incoming particle must satisfy inequality
Wi > 2Wc, where Wi and Wc are energy of incoming particle and the critical energy, respectively.
The rate of generation of the runaway electrons by the avalanche mechanism is given by [10]

dnr

dt
=

nr(Er − 1)
τ ln Λ

√
πΓ

3(Ze f f + 5)
(1 − Er +

4π(Ze f f + 1)2

3Γ(Ze f f + 5)(E2
r + 4/Γ2 − 1)

)−1/2, (1.21)

where Er = E
Ec

denotes relative strength of electric field, Γ is so called neoclassical function,
which describes the effects of the toroidal geometry, and τ = m0c

eEc
. So called neoclassical function

Γ can be roughly expressed as

Γ ≈ (1 + 1.46
√
ε + 1.72ε)−1, (1.22)

where ε represents the tokamak aspect ratio (ε = a
R0

). The equation 1.21 takes a simple form
for very strong fields (Er � 1), Ze f f = 1 and large aspect ratios (ε→ 0)

dnr

dt
=

√
π

2
nr

3τ ln Λ
(Er − 1). (1.23)

It is important to realise, that rate of generation of the runaway electrons by the avalanche
mechanism depends on number of electrons in the runaway region. Therefore the population of
RE is increased exponentially by this mechanism.

Provided that the secondary generation dominates over the primary mechanisms, the quasi-
steady runaway electron distribution function can be determined analytically. The results is
given by [16]

fava(p‖, p⊥) =

√
π

3(Ze f f + 5)
nrÊ

2πp‖ ln Λ
exp(−

√
π

3(Ze f f + 5)
p‖

ln Λ
−

Ê p2
⊥

2p‖
), (1.24)
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Figure 1.2: Illustration of the three most important mechanisms of production of RE. The figures
show effects on the distribution function. Courtesy of O. Ficker [14].

where Ê = E/Ec−1
1+Ze f f

, p‖ and p⊥ are parallel and perpendicular components of normalized momen-
tum with respect to magnetic field. This equation is valid only, when the following assumptions
are satisfied: γ � 1 and E/Ec � 1, where γ denotes the relativistic factor or the Lorentz factor
given by following formula γ = 1√

1− v
2

c2

1.3 Radiation of runaway electrons

Study of radiation of runaway electrons has a great importance not only from the diagnos-
tics point view, but also for mitigation strategies, which are under develop for protection of
experimental facilities. Study of synchrotron and ECE emission from runaway electrons be-
longs to unique techniques capable of giving some information about distribution function of
RE allowing deeper insight into RE physics.

Every charged particle, which experience acceleration, emits radiation while the particle is
loosing their energy. The dipole radiation power of an accelerated particle is
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P =
e2a2

6πε0c3 , (1.25)

where a is acceleration of the particle. Following sections will discuss the different types of
radiation of charged particles. First of all the effects of the particle radiation will be summarized.
Then the specific types of radiation are listed.

1.3.1 Radiation reaction force
As it was said, an accelerating charge particle emits radiation. The emission of electromag-

netic radiation cause a recoil force which acts on a particle. In the relativistic case, the reaction
force is represented by the Abraham-Lorentz-Dirac force [22]

Frad =
q2γ2

6πε0c3

[
ü +

3γ2

c2
(u · u̇) u̇ +

γ2

c2

(
u · ü +

3γ2

c2
(u · u̇)2

)]
(1.26)

where q is the elementary charge and γ is Lorentz factor given by equation

γ =
1√

1 − v2

c2

. (1.27)

This form of equation (1.26) is impractical and it can be easily seen that it is dependent on
second derivatives of velocity. Notwithstanding, the more practical formula can be found under
some assumptions. If we consider that particle motion is dominated by the cyclotron motion,
i.e. u · u̇ ≈ 0 and with help of a relation

ü = −
q2B2

γ3m3 p⊥, (1.28)

which follows from the Lorentz equation, equation for ALD force becomes

Frad ≈ −
1
τr

(
p⊥ +

p2
⊥

(mc)2 p
)
, (1.29)

where τr =
q4B2

6πε0γ(mc)3 is characteristic time scale for the radiation reaction force.

1.3.2 Bremsstrahlung
On of the radiative processes influencing the runaway electron dynamics is the bremsstrahlung.

This type of radiation was already mentioned earlier with connection of RE wall interaction.
The bremsstrahlung denotes radiation process, which occurs during Coulomb collisions and
that is caused by abrupt acceleration of the incident particles. The spectrum of single electron
scattered on ion is given by

P(λ) =
4π
3

Z2e6

mec3b2v2 e−
4πcb
λv (1.30)
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Spectrum of the particle is dependent on the velocity of the incident electron v and on the
properties of the ion. The drag force, which is associated with the bremsstrahlung radiation and
is caused by the Coulomb interactions with the ions is equal to [13]

Fe−i
B (p) = −

α

π

eEcZe f f

ln Λ
(γ − 1)

(
ln 2γ −

1
3

)
, (1.31)

where Ec denotes the critical electric field and Ze f f the effective charge. If we investigate the
influence of bremsstrahlung on dynamics of the runaway electrons, we cannot omit the interac-
tion with the background electrons. The drag force caused by Coulomb collisions of runaway
electrons with the electrons is given by

Fe−e
B (p) = −

α

π

eEc

ln Λ
(γ − 1)

(
ln 2γ −

1
3

)
. (1.32)

The only difference between equations (1.31) and (1.32) is in the value of the effective charge
Ze f f . Therefore, the drag force caused by interaction with all plasma species is equal to

FB(p) = −
α

π

eEc

(
1 + Ze f f

)
ln Λ

(γ − 1)
(
ln 2γ −

1
3

)
. (1.33)

The bremsstrahlung is an important energy loss channel of the runaway electrons. Unlike the
synchrotron radiation, the bremsstrahlung is independent of the magnetic field, but is affected
by density and plasma species. The enhanced bremsstrahlung can be expected in the dense
plasma with the presence of impurities.

1.3.3 ECE emission
Each charged particle moving in the magnetic field emits the radiation.The circular move-

ment of charged particles causes this behaviour. If only non-relativistic movement of particles
is assumed, the particles are capable to emit radiation only on frequencies given by

ωc = ωc(B) =
eB
m

(1.34)

Here B is the strength of the magnetic field, e the elementary charge and m is the mass of the
particle. Due to finite Larmor radius effects particles emit the cyclotron emission not only on
cyclotron frequency but also on its harmonics nωc. If we take into account relativistic effects,
then the frequency, which can be emitted or absorbed by the particle, is equal to

ω = ωc(B)/γ + k‖v‖, (1.35)

where k is the wave vector and v‖ is the parallel component of the velocity. Due to the fact that
the magnetic field in the tokamaks varies in space, the electron cyclotron emission is widely
used for determining the electron temperature with spatial resolution. In the case that the rela-
tivistic effect are dominating, the cyclotron emission is not useful for estimation of temperature,
but can be used for investigation of the properties of runaway electrons. It is convenient to
locate antenna for detection of the cyclotron emission along the constant value of the toroidal
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magnetic field for measurements of features of runaway electrons. This set up is called vertical
ECE (V-ECE).

1.3.4 Synchrotron radiation

Synchrotron radiation is electromagnetic radiation of charged particles emitted when the
particles are accelerated perpendicular to their velocity (a ⊥ u). If the particles are moving
with velocity much lower than the speed of light, e. g. non-relativistic, then this kind of radia-
tion is called cyclotron emission. The term synchrotron radiation refers to relativistic or ultra-
relativistic particles. The investigation of synchrotron radiation caused by runaway electrons is
an important possibility how to determine the distribution function of the runaway electrons. It
has to be noted that the software, which is capable to reconstruct the distribution function of run-
way electrons from the measured synchrotron radiation was developed recently. The diagnostic
tool SOFT (Synchrotron-detecting Orbit Following Toolkit) [20, 21] already demonstrate the
usefulness of this approach and helps to infer additional information from experimental mea-
surements of spatial and spectral distribution of the synchrotron radiation. Spectral density of
the synchrotron radiated power from a single electron can be expressed as

Psynch(λ) =
1
√

3

e2c
ε0γ2λ3

∫ ∞

λc/λ

K5/3 (l) dl, (1.36)

where λc = 4π
3

c
ωcγ2 = 4π

3
cmeγ‖
eBγ2 is a critical wavelength, λ is a wavelength of the induced radiation

and γ‖ is a Lorentz factor of the parallel component of the velocity (γ‖ = 1√
1−

v2
‖

c2

), K5/3 is a

modified Bessel function of the second kind. Under some assumptions, equation (1.36) can be
simplified and expressed in the form

Psynch =
e4

6πmε0m2
ec

B2 p2
⊥. (1.37)

From previous equation, we can deduce some important features of the synchrotron radiation.
Firstly, the synchrotron radiations plays an important role in high magnetic fields. Secondly,
particles with high perpendicular component of the momentum are more affected by the syn-
chrotron radiation reaction force. If we would like to study the synchrotron radiation of the
whole runaway population, we have to use

PRe
synch =

2π
nr

∫
ΩRe

fRe(p, ψ)Psynch(p, ψ, λ)p2dpdψ. (1.38)

Here fRe is distribution function of the runaway electrons. As it was said in the beginning of this
section, the emission of the radiation by the particle is associated with the recoil force, which
acts on the particle. The drag force of the synchrotron radiation is given by [39]

Fsynch =
2
3

remec2
(
v

c

)3
γ4

〈 1
R2

〉
(1.39)

with
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〈 1
R2

〉
≈

1
R2

0

+
sin4 θ

r2
l

. (1.40)

The formula (1.40) has a meaning of the average field line curvature and is given by major
radius of the tokamak R0 and by Larmor radius rl. The θ can be determined from the relation
cos θ =

v‖
v
, where v‖ and v are parallel velocity with respect to the magnetic field and velocity of

the particle, respectively.

1.3.5 Cherenkov radiation

Another radiative process, which was theoretically described and can be used for detection
of RE in tokamaks or even play role during the motion of the RE in plasma is the so called
Cherenkov radiation [9, 6]. When the particle travels through the dielectric medium, it polarizes
atoms of the dielectric medium around it and causes them to briefly radiate as they relax to
the original state. When a particle is moving slowly the polarization is symmetrical and no
significant radiative output is observed, but if particle is moving faster than the phase velocity
of light in the dielectric medium, then its own electromagnetic field is moving slower than the
particle and it results in an asymmetry in polarization. Asymmetrical polarization causes the
radiation, which is emitted in the direction of the motion. The Cherenkov radiation can be
emitted only in the environments with the refractive index greater than one. The condition,
which has to be fulfilled, states that nβ > 1. The Cherenkov radiation is always described by a
simple relation

cos θc =
1

nβ
, (1.41)

which gives into relation properties of the environment, particle and emitted radiation. The
Cherenkov angle θc is an angle of the cone in direction of the moving particle in which the
radiation is the emitted. The total amount of energy emitted by particle on the path through
medium can be calculated using

dW
dx

=
q2

c2

∫
βn(ω)>1

ω

(
1 −

1
n2(ω)β2

)
dω. (1.42)

The integral given above is always finite, because the refractive index become unity at high
frequencies. The plasma can have also refractive index greater than one and thus the particles
can emit Cherenkov radiation. The emitting of radiation is again associated with the recoil
force. The drag force caused by the Cherenkov effect is equal to [24]

Fch = −
e2ωpe

v2 ln Λ, (1.43)

where ωpe =
√

nee
mε0

is the plasma frequency. This relation is applicable only to unmagnetised
plasma. In magnetised plasma equation (1.43) has the following form

28



Fmag
ch = −

e2ω2
pe

v2

ln Λ + ln
v

vth
+ ln

√
ω2

pe + ω2
ce

ωpe

 (1.44)

Here vth denotes thermal velocity. ωpe and ωce states for electron plasma frequency and electron
cyclotron frequency respectively.

1.4 RE-wall interaction
The threats with the generation of the runaway electrons are mostly associated with their

impact of the first wall of the experimental device and with potential damage. Due to these fact,
it is important to understand the physics responsible for interaction of fast electrons with the
solid material. The detection of consequences of the described interaction is in some cases the
only way, how to get some information of properties of runaway electrons.

The electrons penetrating matter lose their energy by the ionization or by bremsstrahlung.
The relativistic factor of the electrons of interest always fulfilled the condition γ � 1 (electron
with energies in range 20 − 300 MeV). For those electrons the ionization loss is independent
of their energy [2] and is a function of the density. The ionization loss rate could by than
approximated by relation (

dE
dx

)
ion
≈ −2 · ρ

MeV
cm

, (1.45)

where the ρ is a density of the medium. This type of energy losses results in heat generation in
the material. The different situation is in the case of bremsstrahlung. The electrons lose their
energy in radiative collisions with atomic nuclei

e− + nucleus→ e− + nucleus + γ. (1.46)

Here γ denotes a photon generated by this reaction. The total radiation loss of the electron
penetrating a medium of thickness dx is (

dE
dx

)
= −

E
X0
, (1.47)

E is energy of electron and X0 is radiation length of the material, which is inversely proportional
to the density and the atomic number Z of the material. Due to the fact, that the ionization
loss for fast electrons is approximately constant and the radiation loss via bremsstrahlung is
proportional to the energy of electrons. The radiative energy loss dominates over ionization.
The so called critical energy can be defined as the energy at which the effect of the two processes
on the energy loss of an electron is about equal. The Ec could be roughly given as a function of
Z:

Ec ≈
600
Z

MeV (1.48)
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For the iron, beryllium and carbon the critical energy Ec is 26, 150, 100 MeV. The measured
HXR spectra can be very helpful from diagnostic point of view. The intensity of the HXR
radiation gives the rough information about number of interacting particles and the measured
energies of photons tell about spectrum of incident runaway electrons. However, the proper
reconstruction of the properties of runaway electrons from measured HXR is a very ill-posed
problem, but under some assumptions could be done.

In the case when the energy of the incident particle is high enough, the photon generated by
bremsstrahlung effect can interact with nuclei of the material and the neutron could be released.
This neutron is called photo-neutron [17] and is a result of nuclear transmutation of the nuclei
into the different isotope. The relevant reactions are

2D(γ, n)H Eth = 2.2 MeV
12C(γ, n)11C Eth = 18 MeV

(1.49)
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Chapter 2

Modeling of trajectories of RE

Analytical approach of solving particular equations of motions is impossible for almost
all real physical systems. In these situations grow importance of numerical methods, which
are capable at least approximate evolution of the system. Due to various time scales of the
involved processes it is possible to utilize different ways of computing trajectories of particles
in electromagnetic fields. Firstly, we can start with Lorentz equation and solve it. This method is
called full orbit modelling, because the whole Larmor radius is reconstructed. Another approach
of calculating the trajectory of the particle is to used so called guiding centre approach [5]. This
method relies on different time scales of movements of charged particles in the electromagnetic
fields. In this chapter, the basis of description of movement of charged relativistic particle
in electro-magnetic field is given. The various schemes for calculation of particles orbit are
discussed. The following chapter also deals with guiding center description of particle motion.

2.1 Motion of relativistic particle

If we want to analyse the movement of the relativistic particles, one of the many ways to do
it is to employ the Lagragian theory. Lagragian theory works with so called Lagragian, which
is a function of kinetic and potential energy. This function is given as L = T − V , where T
denotes kinetic energy and V potential energy. If we assume that our system of interest consists
of single particle with mass m0 in a given electromagnetic field. The Lagragian can be written
in the form

L = −m0c2

√
1 −

u2

c2 − qΦ + qA · u, (2.1)

where u is velocity of the particle, Φ is the electric potential, A is vector potential, c and q are
speed of light and electric charge of particle, respectively. Equations of motion of particle can
be extracted from function 2.1 with help of the Euler-Lagrange equations, which read

d
dt

(
∂L
∂q̇i

)
−
∂L
∂qi

= 0, (2.2)
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where L stands for the Lagragian. The derivatives are made with respect to generalized co-
ordinates qi and generalized velocities q̇i. From Lagragian formalism, we can move to the
Hamiltonian formalism, where the Hamiltonian H is a function given by a relation

H =
∑

i

q̇i
∂L
∂q̇i
− L =

∑
i

q̇i pi − L. (2.3)

Hamiltonian formalism requires p = ∂L
∂q . It has to be noted, that in the equation 2.1 L is a

function of generalized coordinates and generalized velocity and is defined on the configuration
space. On the contrary the Lagragian in equation 2.3 is also a function of generalized coordi-
nates, however it is not a function of the generalized velocity, but the generalized momentum.
For the single in electromagnetic field, we get Hamiltonian in the following form

H = c
√

m2
0c2 + (p− qA)2 + qΦ. (2.4)

From the Hamiltonian equations of motion can be calculated with help of formulas

ṗ = −
∂H
∂q

q̇ =
∂H
∂p

(2.5)

For the particular Hamiltonian given above, we get the well known the Lorentz equation of
motion.

d
dt

(γm0u) =
dp
dt

= q(E + u × B), (2.6)

where γ is Lorentz factor γ = 1√
1− u

2

c2

=

√
1 +

(
p

m0c

)2
, E is the electric field and B denotes the

magnetic field.

2.2 Full orbit

The full orbit simulations are based on numerical solution of the Lorentz equation and thus
reconstruct the real particle trajectory. The crucial disadvantage of this kind of simulation is
that, it is computationally cost. If we assume that we would like to describe one gyration period
at least by 100 point, than the characteristic time step of the simulation will be given by

dt =
Tgyro

100
=

2π
100

γm
qB
≈ 10−13s, (2.7)

where Tgyro is period of the Larmor gyration. From the previous equation, it is obvious that the
tracing a particle for milliseconds will need tens of millions of steps. This is the fact that makes
full orbit simulation computationally demanding. A large number of steps bring another diffi-
culty. The long-lasting simulation struggles with the imperfect conservation of invariant such
as energy and total momentum. To minimise this unwanted behaviour the proper integration
scheme has to be chosen. The integrators that are optimize in this respect are called symplectic.
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Symplecticity of the algorithm rises up from volume-preserving property. The volume-
preserving property of the integration scheme means, that if the integrator is applied to a Hamil-
tonian system, then it preserves volume in the phase space. This particular property of the al-
gorithm is very crucial for long-duration simulation, because ensures that errors are bounded.
This property will be discussed in more details in the following sections.

As it was written in the beginning of this section, the full orbit simulations solve the Lorentz
equation (2.6). A more practical form of equation (2.6) with respect to numerical simulation can
be obtain by transforming the one differential equation of the second order to the two differential
equations of the first order. After this transformation, the equations of motion for particle with
the mass m and the charge q in electric and magnetic fields E(t, x) and B(t, x) can be written

dx
dt

= u, (2.8a)

d(γu)
dt

=
q
m

(E + u × B) , (2.8b)

where x, u are respectively the position, velocity, time is t and c is the speed of light. If
substitution u = γu is assumed, the system of the equations (2.8) changes into following form

dx
dt

=
u
γ
, (2.9a)

du
dt

=
q
m

(
E +

u
γ
× B

)
. (2.9b)

Here, the relativistic factor γ is given by relation γ = 1√
1+u2/c2

. In some situations, it is more

convenient to express (2.8) with help of momentum p. Then the system of equations can be
written as

dx
dt

=
p
γm

, (2.10a)

dp
dt

= q (E + u × B) (2.10b)

The velocity u, which appears in the equation (2.10), could be expressed as u =
p
γm =

p√
m2+p2/c2

.

In this case the Lorentz factor could be written in the following from γ =

√
1 +

(
p

mc

)2
The given

forms of equation of motion are always the starting points in description of particle dynamics.
In following subsections, the various method for numerical solving of the equation of motions
will be given.

2.2.1 Leap-frog method
The leap frog method[3] belongs to basic methods, which are routinely used for integration

of trajectories of particles. This scheme is widely used in plasma physics due to low computa-
tional cost. The premise of the leap frog method is that the calculation of the position in the n-th



34 CHAPTER 2. MODELING OF TRAJECTORIES OF RE

time step the velocity from the time step (n-1)-th is used. Velocity and position integration leap
over each other, being displaced by a half time step. Therefore this scheme is known as the leap
frog pusher. This property of the leap frog method introduces little difficulty into the start of
the simulation. Before start of the simulation, the velocity and position of the particle are given
at the same time. In order to use the leap frog integration, the velocity or the position of the
particle has to be calculated in the shifted time coordinate. The usual method is to integrate the
velocity of the particle backwards through −0.5∆t, then the described method could be used.
The relativistic version of the Leap frog pusher is given by following scheme.

γn =
1√

1 − u2
n

c2

(2.11a)

Ẽ =
q∆t
m

En B̄ =
q∆t

2mγn
Bn (2.11b)

ũn− 1
2

=
un− 1

2√
1 −

u2
n− 1

2
c2

ũ = ũn− 1
2

+ Ẽ + ũn− 1
2
× B̃ (2.11c)

un+ 1
2

= ũ +
[ũ + ũ × B̃] × B̃

1 + B̃2 (2.11d)

un+ 1
2

=
un+ 1

2√
1 +

u2
n+ 1

2
c2

(2.11e)

xn+1 = xn + un+ 1
2
∆t (2.11f)

The Leap frog pusher is widely used in particle in cell (PIC) simulations, because of the
energy-conservation properties of the pusher.

2.2.2 Boris-Buneman scheme

The Boris-Buneman method [4] was the first integration scheme, which was designed to fit
the requirements of the magnetised plasma physic. In particle simulation of magnetised plasma,
the Boris algorithm is the standard for advancing a charged particle in electromagnetic fields.
Note that the Boris algorithm is explicit for fast calculation and time-centered so it has the
second order accuracy. Important feature of the Boris algorithm is the exact conservation of the
total energy, if there the electric field is not presented. However, as it is typical for the numerical
tools, the energy is not conserved numerically, but due to the features of this algorithm the error
of the energy is bounded. The Boris-Buneman algorithm is given by following scheme



2.2. FULL ORBIT 35

γn =
1√

1 − u2
n

c2

(2.12a)

Ẽ =
q∆t
2m

E B̄ =
q∆t

2mγn
B (2.12b)

u = γnun (2.12c)
ũ = un + Ẽ (2.12d)

˜̃u = ũ +

(
ũ + ũ × B̃

)
× B̃

1 + B̃2 (2.12e)

un+1 = ˜̃u + Ẽ (2.12f)

un+1 =
un+1√

1 + un+12

c2

(2.12g)

xn+1 = xn + un+1∆t (2.12h)

The extraordinariness of the Boris algorithm lies in the characteristic division of influence of
particular electro-magnetic fields. The first step of the Boris-Buneman scheme is a substitution
of the velocity and the Lorentz factor. Then it accounts for half of the acceleration caused by the
electric field. Subsequently, the direction of the vector of velocity is changed due to action of
magnetic field. Finally, the particle is again accelerated by the second half of the electric field.
As it was indicated in the previous text, the Boris-Buneman (non-relativistic) algorithm belongs
to the volume preserving integrators [33]. But the relativistic variant of the Boris scheme was
designed only by introducing the relativistic quantities to the existing algorithm and therefore
posses the desired symplecticity.

2.2.3 Vay pusher
Another leap-frog-like integration scheme, which could be used for calculation of trajecto-

ries of particles, is algorithm introduced by Vay. The Vay algorithm [43, 42] is an alternative
formulation of the Boris-Buneman scheme. This algorithm was designed to preserve cancella-
tion of the electric and magnetic field, which could arise in the specific situation (E+u×B = 0).
In the derivation of Boris-Buneman scheme, the following approximation is used

ūBoris =
u(ui + 1

2 E∆t) + u(u f + 1
2 E∆t)

2
, (2.13)

where ui is an initial relativistic velocity u = γu and u f is a final velocity. The scheme proposed
by Vay differs from the Boris-Buneman algorithm by the approximation given by equation
(2.13). The approximation used by Vay is

ūVay =
u(ui) + u(u f )

2
. (2.14)

From the equation (2.14), it is obvious that Vay used the average of the velocities in derivation.
This particular choice allows the equilibrium solution, e.g. E + ūVay × B = 0 and therefore the
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Vay method satisfied the condition for steady state solution, but unlike the Boris method the
Vay method is not volume preserving. The Vay method is given by following scheme:

un =
pn√

m2 +
pn

2

c2

(2.15a)

p0 = pn− 1
2

+
q∆t
2

(
En + un− 1

2
× Bn

)
(2.15b)

p′ = p0 +
q∆t
2

En (2.15c)

γ′ =

√
1 +

p′2

m2
0c2

(2.15d)

τ =
q∆t
2m0

Bn (2.15e)

u? =
p′ · τ
m0c

(2.15f)

σ = γ′2 − τ2 (2.15g)

γ+1/2 =

√√
σ +

√
σ2 + 4

(
τ2 + u?2

)
2

(2.15h)

t =
τ

γ+1/2
(2.15i)

s =
1

1 + t2 (2.15j)

pn+ 1
2

= s · {p′ + (p′ · t) · t + p′ × t} (2.15k)

xn+1 = xn +
pn+ 1

2√
m2 +

pn+ 1
2

2

c2

∆t (2.15l)

2.2.4 Higuera-Cary pusher

Another method, which is capable to calculate the trajectory of a charged particle in the
electro-magnetic field, was designed by Higuera and Cary [19]. This integration scheme have
both advantages of the Boris-Buneman and the Vay method. The scheme proposed by Higuera
and Cary is volume preserving and also exactly preserves equilibrium. The Higuera-Cary
scheme uses an approximation, which may be written as

ūH−C = u
(ui + u f

2

)
. (2.16)

The Higuera-Cary method is given by following scheme:
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ε =
q∆t
2m

En β =
q∆t
2m

Bn (2.17a)

un = γnun (2.17b)
u− = un + ε (2.17c)

γ− =

√
1 +

u2
−

c2 (2.17d)

γ2
new =

1
2

γ2
− − β

2 +

√(
γ2
− − β

2
)2

+ 4
(
β2 + |β · u−|2

) (2.17e)

ũ = u− + 2

(
u− + u− × β

γnew

)
×

β

γnew

1 +
(
β
γnew

)2 (2.17f)

un+1 = ũ + ε (2.17g)

un+1 =
un+1√
1 +

u2
n+1
c2

(2.17h)

xn+1 = xn + un+1∆t (2.17i)

2.2.5 Pétri implicit scheme

The Pétri scheme [32] is implicit relativistic leap-frog-like scheme, which is capable to
solve the Lorentz equation for ultra-relativistic particles. However, as can be seen from the
scheme (2.18), Pétri method requires the matrix multiplication. This additional computational
cost is completely compensated by the implicit nature of the scheme. The scheme is espe-
cially suitable for astrophysical applications because of a very good behaviour and accuracy for
ultra-relativistic motion on large time scales for spatially and temporarily varying fields. These
conditions are easily met in high-energy astrophysical plasmas. The Petri algorithm is given by
the set of the following equations.
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un− 1
2

= γn− 1
2
un− 1

2
(2.18a)

α =
q∆t
m

p =
α

2
p± =

p
γn± 1

2

(2.18b)

Rn =

 0 pBn
z −pBn

y

−pBn
z 0 pBn

x
pBn

y −pBn
x 0

 Sn =

αEn
x

αEn
y

αEn
z

 (2.18c)

Un+ 1
2

=

(
I −

Rn

γn+ 1
2

)−1 ((
I −

Rn

γn+ 1
2

)
· un− 1

2
+ Sn

)
(2.18d)

(
I −

Rn

γn+ 1
2

)−1

=
1

1 + p2
+B2

 B2
x p2

+ + 1 BxByp2
+ + Bz p+ BxBz p2

+ − Byp+

BxByp2
+ − Bz p+ B2

yp2
+ + 1 ByBz p2

+ + Bx p+

BxBz p2
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 (2.18e)

γn+ 1
2

=

√√ √
a2

1 − 4a2 − a1

2
(2.18f)

a1 = p2Bn
2 − 1 − u2

n− 1
2
− 2Sn · un− 1

2
−

(
pun− 1

2
× Bn + Sn

)2
(2.18g)

a2 = −p2
(
B2

n +
((

Sn + un− 1
2

)
· Bn

)2
)

(2.18h)

2.2.6 Volume preserving algorithm (VPA)
The non-relativistic Boris algorithm shows long term accuracy and this feature of this pop-

ular integrator comes from the volume-preserving property. In general, geometric numerical
methods, which preserve geometric structure of the original system (in the phase space) have
long-term stability and accuracy. However, the relativistic form of the Boris scheme is not
preserving and does not behave well in the long-term simulation. Absence of this important
property of the integrator comes from complexity of the relativistic equations of motion.

Design of the relativistic integrator with volume preserving property is much more difficult
than construction of the integrator in the non-relativistic case. Construction of the VPA cannot
be based only on intuition or on time the centred method. A systematic procedure is needed.
One of the options is a systematic splitting method. The splitting method consists of three steps:

1. to split the original system into several incompressible subsystems,

2. to find a volume preserving algorithm for each subsystem,

3. to combine the sub-algorithms into desired VPA for the original system.

If we introduce the phase space variable z = (x, p) and the vector field of the right hand side
of the system of equations (2.10) F(z, t), then from the Liouville’s theorem following condition
can be derived
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∇z · F = ∇x ·
p√

m2 + p2/c2
+ ∇p · q

E(x, t) +
p√

m2 + p2/c2
× B(x, t)

 = 0. (2.19)

This condition is often called condition of incompressibility and from this condition follows
that solution of the equation φt : z(t0)→ z(t) preserves volume of the phase space V(t), i. e.

dV
dt

=

∫
D(t)
∇z · Fdz = 0, (2.20)

where D(t) denotes the integral region, defined by a fixed set of particles in the phase space. As
it was mentioned earlier, one way how to design a volume-preserving algorithm is a splitting
technique. This technique is applicable, when vector field F(z, t) can be split into incompress-
ible systems S i. Due to the simplicity of the subsystems, the volume-preserving algorithm φi

can be easily found for each subsystem S i. Finally, the desired volume-preserving algorithm is
obtained by combination of all φi. The volume-preserving scheme, which was obtain by this
procedure, can be given by a set of equations [46]

xn+ 1
2

= xn +
∆t
2m

pn√
1 +

( pn
mc

)2
(2.21a)

p̃ = pn +
q∆t
2

En+ 1
2

(2.21b)

˜̃p = Cay

q∆t
2m

B̃n+ 1
2√

1 +
(

p̃
mc

)2

 · p̃ (2.21c)

pn+1 =
q∆t
2

En+ 1
2

(2.21d)

xn+1 = xn+ 1
2

+
∆t
2m

pn+ 1
2√

1 +
( pn+1

mc

)2
(2.21e)

B̃ =

 0 B3 −B2

−B3 0 B1

B2 −B1 0

 (2.21f)

Here the matrix transformation denoted as Cay could be written as

Cay(A) = (I − A)−1(I + A), (2.22)

where I is a unity matrix. Integration of the equations of motion by this VPA involves calcula-
tion of the inverse matrix, this fact makes the scheme relatively computational demanding. On
the other hand, the VPA is suitable for long term simulation. Cay transform can be replaced by
its Taylor expansion but this approximation is a source of errors.
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2.3 Guiding centre
In some cases, the movement of a charged particle in electromagnetic field can be treated as

the superposition of the fast circular motion around a point called guiding centre and relatively
slow drift of the guiding centre. According to the previous, the position of the particle x could
be decomposed into two components - the position of the guiding centre X and the position of
the point ρ, which gyrates around the guiding centre

x = X + ρ. (2.23)

The guiding centre description of the particle motion is possible only under some assumptions,
which guarantee the validity of this approach. First assumption relates to the electromagnetic
field time scale T and states that this characteristic time scale of the electromagnetic field T has
to be much longer than the particle gyro-period Tgyro

Tgyro

T
� 1. (2.24)

Another assumption is that the electromagnetic field length scale L has to be much larger than
the gyro-radius ρ = |ρ|

ρ

L
� 1. (2.25)

The particle displacement in one gyro-period along b̂ = B
B has to be small compared to the

electro-magnetic field parallel variation length scale L‖

l‖
L‖
� 1, (2.26)

where l‖ can be estimated from equation l‖ =
2π|p‖ |
|q|B . The last condition, which has to be satisfied,

reads

|E‖|
E⊥
≈
ρ

L
� 1, (2.27)

where E‖ and E⊥ are defined as E‖ = E · b̂ and E⊥ = |E − E‖ b̂|. This condition is related to the
guiding centre self-consistency. The dynamics in momentum space behaves differently in the
direction along the magnetic field than in the perpendicular one. The perpendicular component
of the momentum varies rapidly due to the cyclotron motion, whereas the component parallel to
the magnetic field of the momentum changes slowly. Thus, the momentum of the particle can
be decomposed to its parallel and perpendicular components

p = p‖ b̂ + p⊥, (2.28)

where b̂ is a unit vector parallel with respect to the magnetic field. If we chose orthogonal basis
{ ê1, ê2 } which satisfies b̂ × ê1,2 = 0, than we can expressed the perpendicular momentum as

p⊥ = p⊥ (− sin θê1 + cos θê2) , (2.29)
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where θ denotes a gyro-angle. Defining the pitch ξ =
p‖
p or in other words the cosine of the pitch

angle. The momentum may be written

p = ξpb̂ +
√

1 − ξ2 p (− sin θê1 + cos θê2) , (2.30)

which allows us to describe the dynamic of the particle by different variables. The guiding
centre description of the particle dynamics is associated with an adiabatic invariant µ. The
adiabatic invariant means, that the quantity stays constant in slowly varying field (spatially and
temporarily). In particular magnetic moment µ is defined as

µ =
p2
⊥

2mB
=

(1 − ξ2)p2

2mB
, (2.31)

where m is the mass of particle and B is the magnitude of the magnetic field. The guiding centre
approximation of the particle motion uses quantity µ to reduce number of variables, which are
needed for the description of the particle motion, because this quantity is almost constant during
the particle motion, i.e. µ̇ = 0. Although the fast gyration around the field line is omitted, the
information about the momentum perpendicular to the field line is hidden in adiabatic invariant
µ.

The dynamics of the guiding centre can be calculated from the following set of equations
[41]

Ẋ =
1

B‖∗

E × b̂ − p‖
∂b̂
∂t
× b̂ +

mµb̂ × ∇B + p‖B∗

mγ

 ,
ṗ‖ =

B∗

B∗
‖

(
E − p‖

∂b̂
∂t
−
µ∇B
γ

)
,

µ̇ = 0,
θ̇ = Ω,

(2.32)

where is X is the position of the guiding centre, p‖ is the parallel momentum, µ is a magnetic
moment and θ is a gyro-angle of the particle. The equations are independent on gyro-angle θ,
which is undesired for the guiding centre description. The equation for the gyro-angle θ is kept
there only for completeness. The effective magnetic field B∗, which appears in equations (2.32)
is given by

B∗ = B +
p‖
q
∇ × b̂, (2.33)

where q denotes a charge of particle. The Lorentz factor is in the guiding centre variables
expressed as

γ =

√
1 +

( p
mc

)2
=

√
1 +

( p‖
mc

)2
+

2µB
mc2 . (2.34)

If we assume the magnetic field independent of time, the equations (2.32) could be written
in a more compact form
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Ẋ =
p‖
γm

B∗

B∗
‖

+ E∗ ×
b̂
B∗
‖

ṗ‖ = qE∗ ·
B∗

B∗
‖

µ̇ = 0
θ̇ = Ω.

(2.35)

Than the effective fields E∗ and B∗ are given by formulas

B∗ = B +
p‖
q
∇ × b̂,

E∗ = E −
µ

γq
∇B

(2.36)

The sets of equations (2.32), (2.35) are usually solved by one of Runge-Kutta methods.
Due to the fact that the equations are solved by one of the Runge-Kutta methods, the numerical
method causes the error growth, because Runge-Kutta methods are not volume-preserving. This
complicates the performance of this approach in the long simulation.

Before we start the calculation of the particle trajectory using the guiding center technique,
we have to determine the position of the guiding center X (= xGC). Furthermore, during the
transformation from the full orbit description to the guiding center, it needs to be considered,
that the quantities like the total energy and the magnetic moment have to be conserved and equal
in the both cases. For these reasons, the variables appearing in equations (2.32) and (2.35) have
to be recalculated by relations [30]

xGC = x −
B

qB2 × p

pGC
‖

=
1

pφbφ

(
Rpφ + q

(
Ψ − ΨGC

))
µGC =

E0

2BGC


[
γ +

q
E0

(
Φ − ΦGC

)]2

−

1 +

 pGC
‖

mc

2


(2.37)

where the variables considered in the guiding center are denoted by ∗GC. In these equations,
the cylindrical coordinates system is adopted. R is the radial position of the particle, pφ is the
toroidal momentum, bφ is the toroidal component of the unit vector of magnetic field. Ψ is a
poloidal magnetic flux and Φ is the potential of the electric field.



Chapter 3

Implementation of the algorithm

In the following chapter the description of the implementation of the algorithm for calcula-
tion of the particle trajectories will be given. First of all theory behind the reconstruction of the
magnetic and electric field will be briefly summarized. The interpolation techniques and used
transformations in the simulations will be also discussed. Finally, the work-flow of the program
is given.

3.1 Reconstruction of magnetic and electric field
The magnetic field of the tokamak COMPASS is reconstructed by the EFIT code. The EFIT

allows the reconstruction of the equilibrium magnetic field by solving Grad-Shafranov equation.
The basic inputs into the reconstruction of magnetic field are tokamak geometry, currents in
the poloidal field coils and various magnetic measurements. The EFIT code reconstruct the
equilibrium magnetic field by solving Grad-Shafranov equation, which may be written

R
∂

∂R

(
1
R
∂Ψ

∂R

)
+
∂2Ψ

∂Z2 = −µ0R2∂p(Ψ)
∂Ψ

− F(Ψ)
∂F(Ψ)
∂Ψ

, (3.1)

where Ψ is the poloidal magnetic flux, µ0 is permeability of the vacuum, p is the pressure of the
plasma and F is a function of the magnetic toroidal flux (see (3.4)). The poloidal magnetic flux
is defined as

Ψ(R,Z) = RAφ(R,Z), (3.2)

where Aφ is the toroidal component of the magnetic vector potential, which is related to the
magnetic field B via the equation

B = ∇ × A. (3.3)

With the knowledge of the reconstructed poloidal magnetic flux by the EFIT code and with
relation (3.3), the magnetic field can be calculated from the following equation

B =
1

2πR

(
−
∂Ψ

∂Z
, F(Ψ),

∂Ψ

∂R

)
. (3.4)

43
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Figure 3.1: Example of the contour plot of
the poloidal flux Ψ, which visualises the
plasma configuration.

Figure 3.2: The figure displays the magni-
tude of the toroidal electric field Eφ.

From the poloidal magnetic flux, not only the magnetic field but also the electric field can be
calculated. The calculation of the electric field can be performed by the time derivative of the
poloidal magnetic flux

E = −∇ϕ −
∂A
∂t

→ Eφ =
1
R
∂Ψ

∂t
. (3.5)

3.2 Transformation of coordinates

Transformation between different coordinate system is an important thing, because some
expressions are easier to obtain in different coordinate system. In the implemented algorithm,
calculations of the particle trajectories are carried out in Cartesian coordinates system. How-
ever, as can be seen from the equation (3.4), the reconstructed magnetic field is given in cylin-
drical coordinates. For this reason, the magnetic field is transformed from coordinate system
(R, φ, z) transform into (x, y, z). For the conversion between cylindrical and Cartesian coordi-
nates, it is convenient to assume, that the z-axis is the same in both coordinates systems. The
correspondence between cylindrical and Cartesian coordinate system could be written

x = R cos φ
y = R sin φ
z = z

(3.6)



3.3. INTERPOLATION OF THE FIELDS 45

Figure 3.3: Cylindrical coordinates system.

and in the opposite direction
R =

√
x2 + y2

φ = arctan
y

x
z = z.

(3.7)

The basis vectors of the cylindrical coordinates system are given by

r̂ = (cos φ, sin φ, 0), φ̂ = (− sin φ, cos φ, 0), ẑ = (0, 0, 1). (3.8)

The knowledge of the mentioned basis vectors is convenient in situations, where we would
like to calculate a projection of the particular vector in the direction of basis vectors. For the
transformation of the vector fields, the transformation (3.6) cannot be used. Instead of (3.6), the
following transformation has to be used:Ax

Ay

Az

 =

cos φ − sin φ 0
sin φ cos φ 0

0 0 1


Ar

Aφ

Az

 (3.9)

3.3 Interpolation of the fields
One of the most popular and useful representation of curves or other geometrical objects is

a spline. A spline of the order n is a function defined piecewise by polynomials of a degree
n − 1, generally, a smooth curve interpolated among given control points. B-splines of order n
are basis functions for spline functions of the same order defined over the same control points.
This means that all spline functions can be constructed by a linear combination of B-splines.
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B-spline is defined by a set of coefficients αi, a knot vector (vector of control points) T = {t j}

and a degree n, where i = 0, 1, . . . , p − 1, j = 0, 1, . . . ,m and m = p + n + 1. The knot vector
T is a set of non-decreasing values tk < tk+1. Usefulness of B-splines lies in the fact, that any
spline function of order n can be expressed as a linear combination of B-splines on a given set
of points:

S n,t(x) =
∑

i

αiBi,n(x). (3.10)

The splines interpolate between the points with the help of the basis functions. Any point on the
curve is obtained by summing multiplications of control coefficients αi and the basis functions
Bi,n. The basis functions can be calculated from the expression:

Bi,n(x) :=

1 if ti ≤ x < ti+1

0 otherwise

Bi,k(x) :=
x − ti

ti+k − ti
Bi,k−1(x) +

tt+k+1 − x
tt+k+1 − ti+1

Bi+1,k−1(x)

(3.11)

The above mentioned algorithm is called The Coax-de Boor formula. By this formula, it is
possible to recursively calculate the basis functions Bi,n. It is known that the sum of the basis
functions Bi,k(x) is equal to one. The sum of Bi,k(x) in the interval k − n ≤ i < k equals one
as well, where xk ≤ x < xk+1. It means that all basis functions outside the interval k − n ≤
i < k are zero, because any basis function is always non-negative. So the calculation of all
basis function is not necessary. Less computationally demanding algorithm for calculation of
the basis function than the Coax-de Boor algorithm is the inverted triangular scheme (ITS).
Efficiency of this particular scheme lies in the fact that it does not compute all basis functions as
the Coax-de Boor algorithm, but only these which are non-zero. The inverted triangular scheme
may be written as

Bi− j,k(x) =
L j+1

R j + L j+1
Bi− j,p−1(x) +

R j+1

R j+1 + L j
Bi− j+1,k−1(x)

L j = x − ti+1− j R j = ti+ j − x
(3.12)

The inverted triangular scheme was implemented in the Python environment. The interpo-
lation routines based on the B-splines are already implemented in the standard Python modules,
but interpolation routine is not available in the Python module Numba, which was used for
implementation of the simulation code, because enables acceleration of the computation. The
module Numba works by generating optimized machine code using LLVM compiler infras-
tructure at import the time, runtime or statically. Numba supports compilation of Python to
run either on CPU or GPU hardware. The main aim of the implementation of interpolation in
Numba module is time efficiency and fact that the routine could be easily adjust to run on GPU.
The GPU version of the routine could be in the future used for simulation of large number of
particles on GPU cards.

The knots and coefficients of the splines, which are needed for spline evaluation, can be
calculated by Python routines present in the standard packages (scipy.inrepolate). This is done
only once and so this calculation does not need any additional optimization. Input parameters of
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Figure 3.4: Comparison of different spline techniques. The orange line denotes the spline in-
terpolation given by function implemented in Python package (scipy.interpolate). The dashed
green line is calculated by the implemented ITS algorithm. The blue points represent the func-
tion, which has to be interpolated. The implemented ITS scheme gives exactly the same values
as the original Python routine.
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the implemented function are a vector of knots, the coefficients of the spline, order of the spline
and of course the points of interests, i.e. the point, where the function has to be interpolated.

3.4 Normalization of quantities
For long term stability and for reduction of the errors, which arise from the finite precision of

a computation involving a floating-point or a integer values, the normalisation of the quantities
is usually applied. For the proper normalization one can start with the Lorentz equation (2.6),
where we replace all variables by product of dimensionless variables and its characteristic scale,
eg. u = v0ū, where ū is dimensionless velocity and v0 the characteristic velocity. After the
substitution of all variables, we get the Lorentz equation in the following form

m0v0

t0
m̄

dū
dt̄

= q0E0q̄Ē + q0v0B0q̄ū × B̄. (3.13)

From the equation (3.13) two conditions follow which have to be satisfied

m0v0

t0
= q0E0 , (3.14)

m0v0

t0
= q0v0B0 . (3.15)

Due to the fact, that we are interested in the dynamics of relativistic electrons, the natural
choices for variables are:

m0 = me ,

v0 = c ,
q0 = e .

(3.16)

The B0 and E0 can be calculated from (3.14), (3.15), where t0 can be chosen arbitrary. Is is
convenient to chose the t0 as a time step of the simulation.

3.5 Domain check
In order to determine the realistic particle trajectories, we have to keep in mind that there

exists a constraint on the particle position. At all times of the simulation the particle has to be in
the device. Therefore an algorithm, which is capable to identify whether the particle is within
the device or whether it has already collided with wall is needed.

An simple method is one of the ray casting methods, which is usually used in computer
graphics and computational geometry. These methods are capable to find an intersection of two
curves and thus determine whether the point is located inside or outside of the given curve.

For example one simple way how to decide whether the point is inside or outside the given
polygon is to test how many times a ray, which starts from the point and goes in any direction,
intersects the edges of the polygon. If the point is in the polygon then it will intersect the edge
an odd number of times. However, if the point is outside of the polygon then it will intersect
the edge an even number of times.
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3.6 Program workflow
In the third chapter, the schemes for integration of the equation of motion were presented,

most of these algorithms were implemented and are capable to describe well the particle dy-
namics. To be able to get magnetic field data for every point in the COMPASS tokamak, the
discrete data, which are loaded from the COMPASS database and then are recalculated, has to
be interpolated. The interpolation is done by standard Python routines or by a routine, which
was briefly described in the section 3.3.

All schemes for solving the particle motion in the electromagnetic fields are made in the
Cartesian coordinate system. However, the tokamak posses the toroidal symmetry and the de-
scription of the magnetic field of the tokamak is preferred in the cylindrical coordinates. The
magnetic data are stored in the COMPASS database in cylindrical coordinates, so the transfor-
mations of coordinates have to be done (see section 3.2).

Another very important part of the simulation algorithm is the domain check (section 3.5)
and the normalization procedure. In each step of the algorithm, after calculation of the new
position and velocity, the domain check has to be performed to determine whether the simulated
particle is still in the allowed area, i.e. inside the vacuum vessel. For better numerical accuracy
is convenient to normalize variables, which act in the integration scheme. This is discussed in
the section 3.4.

The programme works as follows:

• Read input data, which contain the total time of the simulation T , the time step ∆t, the
initial energy E, the initial pitch ξ, the initial position. The user has to specify the number
of the shot from the COMPASS database and time in which the topology of the magnetic
field should be reconstructed.

• Reconstruct the desired magnetic field and calculate the splines. The input data are stored
and the memory needed for the simulation is allocated. The velocity is calculated in the
mid-step if the leap-frog like scheme is used for integration of the equations of motion.

• Start the integrator and run until it reaches T or the traced particle is out of the tokamak
interior.

• Take one step with the integrator and calculate new position and velocity of the particle
for the time t + ∆t.

• Check if the new position of the particle is inside the allowed domain.

• If yes, repeat until T is reached. Then write a solution data to file.

• If no, exit the calculation with a message saying that the particle hits the wall and write
the solution data to the file.
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Figure 3.5: Flow chart of the program for simulation of the particle dynamics.



Chapter 4

Simulation of the RE trajectories in the
COMPASS tokamak

In this chapter, the results of simulation of the trajectories of runaway electrons are pre-
sented together with the implication for measurements with the Cherenkov detector. Moreover,
overview of modeling efforts in characterisation of runaway electrons in the COMPASS toka-
mak is given.

4.1 COMPASS tokamak

The COMPASS (COMPact ASSembly) tokamak [29] is one of two tokamaks, which are
located in the Czech Republic. The COMPASS tokamak was build and operated in 1990s at
Culham in the United Kingdom under name COMPASS-D. In 2006, it replaced the CASTOR
tokamak, which has been operated at the Institute of Plasma Physics of the Czech Academy of
Sciences since 1977. The name of the old tokamak CASTOR is an abbreviation of the words
Czechoslovakak Academy of Sciences TORus. The CASTOR tokamak was build in the 60s in
the Soviet Union and named TM1. Currently, the CASTOR tokamak is operated as GOLEM
tokamak at the Faculty of Nuclear Sciences and Physical Engineering of the Czech Technical
University in Prague and serves especially as an education device for students or tested bend
for developing of new diagnostics.

The COMPASS tokamak belongs due to its size to medium size tokamaks, which are capa-
ble of so called H-mod (hight confinement mode). The unique features of this facility is a ability
to achieve ohmic H-mode, H-mode without additional heating power. The COMPASS tokamak
is capable to sustain plasma in various configurations as a D-shape or SND (single null diver-
tor). This ability and its size makes it very important for scaling experiments. The scientific
program of the tokamak is mostly focused on the physics of the plasma edge and the plasma
wall interaction. The COMPASS tokamak benefits from its size also during runaway electron
experiments, because it can be operated without any worries about damage of the device. The
main parameters of the COMPASS tokamak are summarized in the Tab. 4.1.

51
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Parameters Values
Major radius R [m] 0.56
Minor radius a [m] 0.23

Maximal plasma current Imax
p [kA] 400

Magnetic field B [T] 0.9-1.6
Vacuum pressure pvac [Pa] 1 · 10−6

Elongation ε 1.8
Plasma shape - D, SND, elipse, circular
Pulse length t [s] < 1

Table 4.1: Main parameters of the COMPASS tokamak.

Figure 4.1: The COMPASS tokamak. Figure 4.2: View of the chamber interior of the
COMPASS tokamak.
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4.2 Modeling of runaway electrons in the COMPASS toka-
mak

Attempts to model behaviour of the runaway electrons (RE) in the COMPASS tokamak are
currently in the initial phase. A method, which estimates runaway current in flattop phase of
plasma discharges, was tested on COMPASS discharges dedicated to investigation of runaway
electrons [25]. This method assumes, that plasma current IP consists of three parts: ohmic
current IΩ, bootstrap current IBoot, this is self- induced current driven by magnetization drift
of trapped electrons, and current, which is carried by runaway electrons IRE. The value of the
current carried by runaway electrons is determined from the relation

IRE = Ip − IBoot − IΩ = Ip − IBoot −
Uloop − LpdI/dt

R
, (4.1)

where Lp =
µ0R0li

2 denotes plasma inductance, li is itself inductance, R0 and R are major radius
and plasma resistance respectively. The method uses fast transport code METIS [40], which
is capable to reconstruct the evolution of the profiles of various quantities during the plasma
discharge from measured quantities using scaling laws and transport equations. Outputs from
this transport solver can be easily evaluated against experimental observations. This method
was found to be very sensitive to Uloop and fast dynamic changes.

An extensive efforts in the runaway electron modeling are concentrated on coupling of the
fast transport solver METIS and 1-D + 2-V relativistic bounce-average kinetic Fokker-Planck
solver LUKE [27]. The LUKE code is capable to compute many important features of the
RE dynamics as avalanche source of RE, radiation losses, radial transport with phase space
dependence and trapping effects. Coupling of the METIS and LUKE allows to calculate a self-
consistent, time and spaced resolved distribution function and an improved evolution of the
plasma profiles.

4.3 Trajectories of the particles

In this chapter, the basic output of the programme, which is capable to calculate the trajec-
tories of the particles, will be shown. The particles are divided into two groups due to features
of their trajectories. The first group represents the passing particles. The passing particles have
a sufficiently large velocity parallel to the magnetic field and circulate continuously around the
torus. The other group of particles is called the trapped particles. These particles are trapped
on outer side of the torus by the magnetic mirrors, which are formed due to the gradient of the
toroidal magnetic field.

From the point of view of the runaway physics, the passing particles are the particles, which
can be continuously accelerated by the toroidal electric field and thus can gain relativistic ve-
locities. On the other hand, trapped electrons experiencing the strong electric field can also
run away, but not immediately [28]. Indeed, their parallel velocity does not increase over one
bounce period sufficiently, where the bounce period is the time it takes a particle to move back
and forth between the two mirror points. However, they do pinch towards the tokamak center.
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The movement towards the center is called Ware pinch [45] and the velocity of this movement
can be expressed as

vWare = −
Eφ

Bθ

, (4.2)

where Eφ is the magnitude of the toroidal electric field and Bθ denotes magnitude of the poloidal
magnetic field. So the initially trapped electrons, which can be created by knock on collision or
by interaction with the EC waves, will move inward until they fulfil the detrapping condition.
The real situation is more complicated, because the detrapping of electrons is also caused by
collisions, but it can be shown that the pinch dettraping is more effective than the effect of colli-
sions. The trapped electrons due to their larger pitch emit energy via the synchrotron radiation.
This could also caused faster detrapping.

For illustrations of the different trajectories of electrons six particles with various energies
and pitch angles were simulated. The particles were tracked from the same initial position
r = 0.7 m and z = 0 m. The energies of the electrons were 100 keV, 1 MeV and 10 MeV. The
pitch ξ =

v‖
v

was chosen to be 0.9 and 0.5. The electrons with ξ = 0.9 are passing particles and
electrons with ξ = 0.5 are mostly trapped particles. As can be seen in figure 4.4, the electrons
with ξ = 0.5 and energies 100 keV, are on banana orbits. However, the electron with energy
10 MeV has already sufficiently large component of velocity parallel to the magnetic field and
is passing again. The reason why is the electron passing is that the deviation from the original
flux surface is large and the electrons is moving only in the low magnetic field, where cannot
be trapped.

The figures of the poloidal projections of the particle orbits are shown in figures 4.3, 4.4.
The figure 4.3 shows poloidal trajectories of the passing particles with the different energies. As
is clearly visible from this figure, the less energetic particles remain on the same flux surface.
However, for energetics particles the deviation from the initial flux surface is visible. The
influence of the particle energy on the size of the Larmor radius is also clear.

On the other hand, in the figure 4.4, the poloidal projections of the trajectories of mostly
trapped electrons are shown. The effect of the energy of particles on their trajectories is also
clear. With the increasing energy of the particle, the width of the banana orbit is also increasing.
From the figure, it is also clear, that the banana orbit is closing in the direction to the center of
tokamak. The drift, which is responsible for the shape of the banana orbit trajectories, is the ∇B
drift given by formula

u∇B =
mv2
⊥

2qB
B × ∇B

B2 , (4.3)

where q is a charge of the particle. If we realize that the strength of the magnetic field is
inversely proportional to the radial distance, then it states

|B| ∝
1
R
. (4.4)

Here R is the distance from the major axis of the torus. Thus ∇B ‖ R̂ and the direction of the
∇B drift is always upwards or downwards, depending on the direction of the magnetic field and
the charge of the particle.
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Figure 4.3: Poloidal projections of the tra-
jectories of three passing particles with dif-
ferent energies. The particles were ini-
tialised on the same radial position (r =

0.7 m) with energies of 100 keV, 1 MeV
and 10 MeV. The pitch ξ of particles was
set to 0.9.

Figure 4.4: Poloidal projections of the tra-
jectories of two trapped and one passing
particle with different energy. The particles
were initialized on the same radial position
(r = 0.65 m) with energies of 100 kev,
1 MeV and 5 MeV. The pitch ξ of parti-
cles was set to 0.5.
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There are two preserving quantities in the case that the particle are simulated in the static
axisymetric magnetic field without presence of the electric field. The first quantity, which is
conserved during simulation is the kinetic energy of the particle E. The kinetic energy of the
electron is given by relation

E = ETot − ERest = (γ − 1)mec2, (4.5)

where ETot is the total energy of the particle and ERest is the rest energy of the particle. The
conservation of the kinetic energy during the simulation of particles is displayed in the figures
4.5, 4.6. The quantity given by following formula is shown in the figures:

∆E

E0
=
|E(t) − E0|

E0
. (4.6)

Here E(t) is the kinetic energy of the particle at time t and E0 is the kinetic energy of the particle
at the beginning of the simulation. The second quantity, which is conserved due to the presence
of the axisymmteric magnetic field and follows from the Noether theorem, is the toroidal com-
ponent of the angular momentum. The toroidal component of the angular momentum Lφ can be
written as

Lφ = Rpφ + qRAφ (4.7)

R is the radial distance, pφ is the toroidal component of the momentum, q is a charge of particle
and Aφ is the toroidal component of the vector potential. In the case of axisymmetric field of
tokamak, we can express the toroidal component of the vector potential with help of relation
Ψ = −RAφ, then the equation 4.7 has the following form

Lφ = Rpφ − qΨ, (4.8)

The conservation of the quantity is again shown in figures 4.7, 4.8. As in the case of the
conservation of the energy, the quantity given by

∆Lφ

Lφ0
=
|Lφ(t) − Lφ0|

L0
(4.9)

is computed. All the variables in 4.9 have a similar meaning like the variables in the equation
4.6. From the behaviour of the preserving quantities, we can conclude the quality of simulation
( quality of the integrator, interpolation, . . . ) and reliability of the results. From the figures
4.5, 4.6, 4.7 and 4.8, it can be seen that errors of the simulations are bound.

The simulation described in the previous text was done by the Boris-Buneman scheme. As
was described in the chapter 2, the Boris-Buneman scheme is not the best choice for description
of the dynamics of fast electrons. The scheme dedicated for this purpose was denoted as VPA
(Volume Preserving Algorithm). The simulation of the six particles was also done by VPA with
the same results as the Boris algorithm. For illustration of the behaviour of the VPA solver the
evolution of the error of preserving quantities are displayed and compared with behaviour of
the Boris-Buneman algorithm in figures 4.9, 4.11, 4.10 and 4.12.

In the figures 4.9 and 4.10 the errors of the energy and the toroidal component of the angular
momentum for the passing particles are shown. In the figure 4.9 we can see, that VPA has larger
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Figure 4.5: Change of the energy during
simulation of the passing particle using the
Boris-Buneman algorithm.

Figure 4.6: Change of the energy during
simulation of the trapped particles using
the Boris-Buneman algorithm.

Figure 4.7: Change of the toroidal momen-
tum during simulation of the trapped parti-
cles using Boris-Buneman algorithm.

Figure 4.8: Change of the toroidal momen-
tum during simulation of the trapped parti-
cles using Boris-Buneman algorithm.

errors than the Boris-Buneman scheme. This difference in the error is probably caused by the
computationally demanding nature of the VPA. The scheme is volume preserving, but involves
numerically difficult operations e.g. calculation of the inverse matrix. However, as can be seen
in the figure 4.10 the VPA results better with respect to momentum conservation. The same
situation is repeated in the figures 4.11, 4.12 for the case of trapped particles.

For the better illustration of the particle trajectories in the figures 4.13, 4.14, 4.15, 4.16, 4.17
and 4.18, the trajectories of studied particles in 3D are shown. The trajectories of the particle
are plotted by the red curve. The poloidal projections of the particles trajectories displayed in
black.

4.4 Method of the simulation of the impact
The convention method of simulation of the impact of the particles, which was used for

example in determination of the influence of the blanket module in ITER on confinement of
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Figure 4.9: Change of the energy in simu-
lation of the passing particles calculated by
Boris-Buneman algorithm and by VPA.

Figure 4.10: Comparison of change of the
momentum in simulation of the passing
particles calculated by Boris-Buneman al-
gorithm and by VPA.

Figure 4.11: Comparison of change of the
energy in simulation of the passing par-
ticles calculated by Boris-Buneman algo-
rithm and by VPA.

Figure 4.12: Comparison of change of the
momentum in simulation of the passing
particles calculated by Boris-Buneman al-
gorithm and by VPA.
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Figure 4.13: Visualization of the trajectory of the passing particle. The particle energy is
100 keV.

Figure 4.14: Visualization of the trajectory of the passing particle. The particle energy is 1 MeV.
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Figure 4.15: Visualization of the trajectory of the passing particle. The particle energy is
10 MeV.

Figure 4.16: Visualization of the trajectory of the trapped particle. The particle energy is
100 keV.
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Figure 4.17: Visualization of the trajectory of the trapped particle. The particle energy is 1 MeV.

Figure 4.18: Visualization of the trajectory of the passing particle. The particle energy is
10 MeV.
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fast particles [23], is based on the random initialization of the particles inside plasma and then
followed by particle tracking for several milliseconds. If some particles do not hit the first wall
of the device, they are declared to be confined. For the lost particles the location of their impact
is determined and the connection between the effects influencing the dynamics of the particles
is searched for.

If we are interested in the calculation of location of the impact, the importance of the full
orbit solvers is increased. Because the guiding centre formalism describes only the movement of
the guiding centre, the impact location determined by this approach can differ from the reality.
The standard method, how deal with it, is to switch to the full orbit approach before the particle
hits the wall. The position of the guiding centre and the size of the Larmor radius are known and
only the gyro-angle has to be chosen. Many specialized articles dedicated to particle tracking
were written showing the discrepancy in determination of the location of the impact between the
full orbit method, guiding centre method and combined method - guiding centre with switching
to full orbit [38, 37].

The choice of the full orbit approach has both advantages and disadvantages. The benefits
of this method are correct description of the particle motion without any assumptions and a
possibility of precise calculation of the point of impact. On the other hand, this approach
presents high computational demands. This difficulty almost excludes the possibility of the
tracking particles for several milliseconds without implementation of the simulation code in the
low-level programming languages (C, C++, Fortran, . . . ) and use of supercomputers. Because
of this difficulties the new approach of determination of the impact has to be considered.

It should be reminded, the simulations are carried out in the static axisymmetric magnetic
field without assuming any effects of the toroidal ripple or different error fields, which could
have detrimental effects on confinement. The particle will follow the field lines and stay con-
fined, except for the particles with large energies, this phenomenon will be discussed later.
Notice, that the topology of the magnetic field is not the only parameter determining the par-
ticle trajectories. The influence of the electric field and the collisions have to be taken into
account.

The electric field causes the acceleration of the particle and thus rise of the particle energy.
The result of the acceleration of the particle is slow radial outward drift. The velocity of this
slow drift can be approximated by the formula [18]

vdr =
qE
B0
, (4.10)

where the q is the safety factor, E is a magnitude of the electric field and B0 is the magnitude of
the magnetic field on axis. If we assume typical COMPASS-like parameters q = 2, E = 0.4 V/m
and B0 = 1.5 T, we get vdr = 0.53 m/s. With the knowledge of the value of the drift velocity
caused by the toroidal electric field, we can guess a confinement time of the runaway electrons
from equation

τcon f =
a
vdr
. (4.11)

Here a denotes the minor radius of the tokamak. If we take a equal to 0.23 m (COMPASSs
minor radius), we get the value of the confinement time as τcon f = 432 ms. In spite the fact
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that relation (4.10) has to be understood more likely as a guess of the order of magnitude of the
drift, it shows us, that the outward drift caused by accelerating electric field is rather slow.

The outward drift of the particles could be also caused by collisions, but the collisionality
of the relativistic electrons is low, thus we can assume that the electrons are collisionless with-
out causing large inaccuracy in our results. We have to keep in mind, that the collisions still
influence the dynamics of the fast electrons.

The method used for simulation of the impact of the runaway electrons skips the part of
the simulation, in which particles are accelerated inside the plasma volume. In this part of
simulation, only the gradual acceleration and the energy growth is in this part of simulation.
This acceleration causes the outward drift and ends, when particle crosses the separatrix. The
flux surfaces behind the separatrix are not closed and the field lines end on the inner wall surface.
The particles on these field lines are lost and hit the surface.

Our approach is based on initialization of particles close to the separatrix, but outside the
separatrix e.g. outside the plasma. By this choice, as was already said, we skips the accelerating
phase of the simulation and concentrate on the dynamics of the particles outside the plasma. In
this case the particles are indeed collisionless and we do not take into account the electric field,
because the influence of the field is almost negligible on small time scale.

In the end of the section, the simulation method will be summarised. At beginning particles
of various energies and pitch angles are initialised in the vicinity of the separatrix but outside
the plasma volume. Then the trajectory of the particle is calculated and the impact point of
the particle is determined. The primary motivation of this research is not determination of the
location of impact but decision, which particles could be detected by the Cherenkov detector.
The basic description of the Cherenkov detector is given in the fourth chapter of the thesis,
detailed description of the detector and its principle of detection is given in the previous work
of the author [7]. From the point of view of the evaluation of the simulation we are not only
interested in location of the impact but also in the question whether the trajectory of the particle
crosses the volume of the detector.

4.5 Initialization of the particles

As was reported in the previous section, the particles are in the beginning of the simulation
initialised in the vicinity of the separatrix but outside the plasma volume. Approximately 100
particle were uniformly distributed in each simulation. The described method is visualised in the
figure 4.19. This method of the initialisation of particles enables study of the dynamics behind
the separatrix even for low energy particles. The low energy particles strictly follow the field
lines and these particle cannot escape from the plasma volume in our model without influence
of additional effects like collisions. The collisions would cause the diffusive-like behaviour of
the particles. If we employ also accelerating electric field in the simulations, the energy of the
particles will probably grow to much before the particles cross the separatrix and the study of
the of low energetic electrons would be very difficult.

In the previous section, it was also written that particles, which are initialised outside the
separatrix, hit the wall. However, it is not always true for high energetic particles. Particles with
high energy deviate from initial flux surface and thus can be confined even if in the beginning
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of the simulation it was situated in the vicinity of the field line, which crosses on the material
surface.

Figure 4.19: The example of the initialization of the particles in simulation. The particles were
set in the vicinity of the separatrix, but outside the plasma volume.

4.6 Influence of the orientation of Bφ

Topology of the magnetic field is crucial for plasma confinement. The orientation of the
magnetic field affects the drifts of the particles. For example in the COMPASS tokamak stan-
dard orientation of the magnetic field is clock-wise, if we are looking from above on the toka-
mak device, and the direction of the plasma current is the same. If we assume that the direction
of the plasma current is determined by the movement of the positively charged particles, the
runaway electrons have to move in the opposite direction. Due to the fact that the conventional
of definition of cylindrical coordinates system has angle anti-clock wise oriented, the standard
magnetic field is always written with negative sign, as B = −1.15 T. This configuration of the
magnetic field is called forward.
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In figures 4.20 and 4.21 the poloidal projections of trajectories of electrons with energy
60 keV are shown. In figure 4.20 the particle in the forward orientation of the magnetic field
and plasma current is shown. On the other hand, in the figure 4.21 the particle in the reversed
magnetic field configuration is displayed (BT = 1.15 T). As is clearly seen from the figures,
dynamics of the electrons is different. They are moving in the poloidal plane in the opposite
directions. From the figures we can see, that due to the different direction of the movement of
the electrons, the location of the impact is very different. Consequently, the detection of the
particle by the Cherenkov detector can be influenced by the field orientation.

The particles were simulated for 10−6 s with the time step ∆t between 10−12 − 10−13 s. The
chosen time of simulation is sufficient even for low energetic particle to complete at least one
poloidal rotation. Most of the particles were not be tracked for the whole time interval, because
they hit the wall. But not all of initialised particles hit the wall. The particles with lower energies
and higher pitch angles can be trapped. On the other hand, the particles with higher energies
(> MeV) deviate significantly from the initial flux surface and can be confined even if they were
initialised on the field line, which crosses the material surface.

Figure 4.20: The graph of the poloidal
projection of the particle trajectory (red)
in forward configuration of the magnetic
field. The toroidal magnetic field has the
same orientation as the plasma current.

Figure 4.21: The graph of the poloidal pro-
jection of the particle trajectory in reversed
configuration of the magnetic field. The
toroidal magnetic field has opposite orien-
tation to the plasma current.

The events, when the particles were confined, were excluded from the impact location statis-
tics, because they could not reach the wall in the described model. In the case of electrons on
banana orbits, if the electric field would be present in the simulation, the trapped electrons will
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pitch inwards to the centre of the tokamak until the detrapping condition meet is. Afterwards,
the electrons would be accelerated due to the accelerating electric field and slowly radially move
outwards due to growth of the velocity parallel to the magnetic field. In the case of electrons,
which are confine due to their sufficiently large momentum resulting in the deviation of the
initial flux surface. They will be further accelerated by the electric field and reach even higher
energies, but outward drift is connected with the growth of the energy, which will result in col-
lision with the wall. The electrons will hit the wall on the high field side of the tokamak. The
exclusion of the confine electrons from the impact statistics could give rise to some errors, but
as the matter of fact, the presented model is already highly idealised.

4.6.1 Impact of the particles

In the figure 4.22 histograms of the impact of electrons with various energies and pitch
angles are shown. In the figures the number of impact of particles depending on the poloidal
angle θ is shown. The point with poloidal angle θ = 0 satisfies the condition Z = 0 and
r = R − R0 > 0, where R0 is the major radius of the tokamak. The point corresponding to
poloidal angle θ = ±π satisfies the conditions Z = 0 and r = R − R0 < 0. In the clockwise
direction from θ = 0 the poloidal angle decreases and has always negative values, while in the
anti-clockwise direction it increases and has positive values.

From the figures, it is seen that all particles with energies lower than 1 MeV hit the wall
around θ = ±π. It means that the location of the impact is low field side limiter. This trend is
visible for all simulated pitch angles. Only the most energetic particles are capable of hitting
the wall on different poloidal location. The energetic particles mostly hits the wall on the high
field side.

Similar situation is illustrated also in figures 4.23 where results of simulation in the reversed
field configuration are presented. As in the previous case, the low energetic particle hit the wall
on the high field side and while of the more energetic particles hit the the wall of the tokamak
on the low field side.

Notice, there are some differences between two studied cases. In the case where the mag-
netic field is oriented in the direction of the plasma current (forward configuration of the mag-
netic field), majority of the locations of the impact of high energetic particles lies in the interval
θ ∈ (0, 0.5π). On the contrary, in the case of the reversed field, the majority of the locations of
the impact of the energetic particles lies in the interval θ ∈ (−0.5π, 0). This distribution of the
locations of the impact is a result of the direction of the drift movement in the poloidal projec-
tion. Both cases are not exactly symmetrical. In the reversed field configuration, small number
of more energetic particles hit the wall the above mid-plane on high field side.

4.6.2 Detection of the particles

The main reason of simulation of the particle trajectories was the determination of the pa-
rameters of the runaway electrons that can be detected by the Cherenkov detector. For this
purpose the same simulations as in the case of determination of the location of the impact were
used. However, in these studies the trajectories were tested if across the defined area of the
detector.
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(a) ξ = 0.9 (b) ξ = 0.8.

(c) ξ = 0.7 (d) ξ = 0.6

Figure 4.22: Histograms of the detected impact of the particles with four different pitches ξ =
v‖
v
.

The detection area of the Cherenkov detector - the Cherenkov radiators, are too small to
apply our method of the simulation of particle trajectories. From this reason the trajectories
were tested, if crosses area comparable with dimensions of the Cherenkov measuring head.
This choice could be a source of additional errors. The Cherenkov detector was modelled in
different radial positions and the dependence of the radial position on parameters of the runaway
electrons like energy and the pitch angle was investigated.

The Cherenkov detector was always modelled to be on the mid plane (Z = 0 m) and only its
radial position was changed in simulations. The radial position is denoted by R, where R equals
zero on major tokamak axis.

In the figures 4.24 the dependencies of number of detected particles on the energy and pitch
of the particle are displayed in the different radial positions of the detector. In the figure 4.24a
the case is shown, in which the detector is placed at R = 0.755 m. From the figure it can be
clearly seen, than the dependence of the number of detected particles is roughly identical for
all pitches and it is peaked for the energy of 2 MeV. In the figures 4.24b and 4.24c, which
represents the measuring with the Cherenkov detector placed at R = 0.760 m, R = 0.765 m
respectively, we can see similar trends as in the figure 4.24a. However, the figure 4.24d differs
from the others, because it shows different trends. In this radial location, which corresponds to
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(a) ξ = 0.9 (b) ξ = 0.8

(c) ξ = 0.7 (d) ξ = 0.6

Figure 4.23: Histograms of the detected impact of particles witch four different pitches ξ =
v‖
v
.

The particles were simulated in the reversed field configuration.

the edge of the port of the tokamak, the electrons with 10 MeV dominate.
In the previous analysis all initialized electrons were taken into account. If we assume

that the trajectories of the electrons are shifted outwards, we can restrict our analysis only on
particles, which were initialized in position with radial coordinate greater then 0.6 m (R >
0.6 m). Then the trajectories of the particles can be analysed as in the previous case. The
results are shown in the figure 4.25. The main difference between analysis with all particles
and particles for which initial position fulfil the condition R > 0.6 m is that in the later case the
particles with higher energies (> 5 MeV) play more important role than low energetic one.

If the sum of the detected particle is done for each position of the detector, the radial position
scan of the Cherenkov detector could be imitated. The result is visible in the figure 4.26. From
the potentially detected particles were only ones, which were initialised with radial position
greater than the R = 0.6 m were chosen. From the figure it can be seen, that with the decreasing
radial distance of the Cherenkov detector the number of the detected particle increases. This
agrees with the experimental observations, which will be discussed in the last chapter. From
figure 4.24 is also obvious that only the high energy particles are detected.

So far only the results of the simulations, which were carried out with the standard orienta-



4.7. INFLUENCE OF THE Bφ MAGNITUDE 69

(a) R = 0.755 m. (b) R = 0.760 m.

(c) R = 0.765 m. (d) R = 0.770 m.

Figure 4.24: The dependences of the number of detected particles on energy E and pitch ξ for
different position of the detector.

tion of the magnetic field were presented (forward configuration of the magnetic field). In the
following text the results from the simulation in reversed field configuration will be shown and
only electrons with initial radial position greater than 0.6 m will be assumed. The dependen-
cies of number of detected particles on energy and pitch for the detector placed in the various
radial positions are displayed in figure 4.25. From the figure it can be seen that the numbers
of detected particles are approximately equal to the case with the standard orientation of the
magnetic field. Also the trends of dependences of numbers of detected particle on their energy
and pitch behave similarly for both cases. For completeness in the figure 4.28 the dependence
of all detected particles on the radial position is shown.

4.7 Influence of the Bφ magnitude

The direction of the magnetic field is not the only parameter, which can influence the topol-
ogy of the magnetic field and therefore has effect on the dynamics of particles. Another pa-
rameter, which can be changed, is a magnitude of the toroidal magnetic field. In the following
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(a) R = 0.755 m (b) R = 0.760 m

(c) R = 0.765 m (d) R = 0.770 m

Figure 4.25: The dependences of the number of detected particles on energy E and pitch ξ for
different position of the detector. From the all potentially detectable particles were chosen only
these, which were initialized with the radial position greater than 0.6 m (R > 0.6 m).

section the discharges with the values −0.92 T and 1.5 T of the toroidal field on the magnetic
axis will be studied.

For the following studies the discharges #16649 and #16651 were used. The discharges
were carried with same plasma current Ip = 140 kA in the flat-top phase, which is a phase of
the discharge with the constant plasma current. The equilibrium reconstruction of the field was
taken from the time 1200 ms. The discharges differ in the magnitude of the toroidal field. In
the discharges #16649 and #16651 the magnitude of the magnetic field on axis was −1.5 T and
−0.92 T, respectively. With the same plasma current Ip, which is driven through the plasma
column and creates the poloidal magnetic field, the discharges differ in the safety factor q. The
safety factor q is defined as the number of toroidal transits per single poloidal transit of the
magnetic field line on a toroidal flux surface. So the safety factor could be written

q =
m
n
, (4.12)

where m denotes a number of toroidal turns, which are needed to complete n turns in poloidal
direction. If the circular cross section of the plasma can be assumed, the safety factor can be
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Figure 4.26: Dependence of the detected particles on the radial position of the detector. From
potentially detectable particles only those were chosen, which were initialised with the radial
position greater than 0.6 m (R > 0.6 m)

.

expressed as

q ≈
r
R

BT

Bp
, (4.13)

where r denotes the radial distance from the tokamak centre, R is major radius of the tokamak,
BT and Bp states for the toroidal and poloidal magnetic field strength respectively. From the
equation (4.13), it can be seen, that with the increasing toroidal magnetic field the safety factor
q is also increasing. For characterization of the safety factor and its profile the two special
values are used. The limit of the safety factor on magnetic axis is denoted qo and safety factor
in 95% of the minor radius of the tokamak is used and denoted q95.

4.7.1 The impact of particles

In the discharge with lower magnetic field (−0.92 T) at 1200 ms the parameters have values:
q0 = 1 and q95 = 2.6. As it was done in the previous chapter, the locations of the particle impacts
were search. The results are given in the figure 4.29 . As it can be seen from the graphs, the
character of results agrees with results obtain with standard orientation of the field, which was
investigated in the previous section.
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(a) R = 0.755 m. (b) R = 0.760 m

(c) R = 0.765 m (d) R = 0.770 m

Figure 4.27: The dependences of the number of detected particles on energy E and pitch ξ for
different position of the detector. From the all potentially detectable particle were chosen only
these, which were initialized with radial position greater than 0.6 m (r > 0.6 m). The simulation
was carried out with the reversed toroidal magnetic field.

The figure shows, that on the outer midplane only particles with MeVs energies are capable
of an impact. Other less energetic particles follow the field lines and impact on the high field
side limiter.

A slightly different situation is illustrated in the figure 4.30 where the results from simu-
lation with higher magnetic field are displayed. The q and q95 were in this case 1.3 and 3.5,
respectively. From these figures it can be seen, that only the electrons with energies 5 and
10 MeV were capable to hit the first wall on the low field side.

4.7.2 Detection of the particles

As in the comparison of the influence of the orientation of the toroidal magnetic field, the
investigation of possibility of the detection of the runaway electrons by Cherenkov detector
in toroidal magnetic field with the various magnitude was also done. The evaluation of the
simulation was done as in the previous case.
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Figure 4.28: Dependence of the detected particles on the radial position of the detector. From
potentially detected particles only those were chosen, which were initialised with the radial
position greater than 0.6 m (R > 0.6 m). The simulation was carried out with the reversed
toroidal field.

In the figure 4.31 the dependences of number of detectable electrons on energy and pitch are
displayed for various radial positions of the Cherenkov detector in the case of lower magnetic
field. In the graphs the corrected number of detectable particles are shown, i.e. only electrons
with initial radial position greater than 0.6 m were assumed.

For position R ≤ 0.760 the detector is capable to detect relatively large number of particles
with energies around 1 MeV. However, for the detector position R ≥ 765 m the particle with
energies E > 2 MeV dominate. This behaviour of the simulated position scan with Cherenkov
detector remains valid for greater radial positions in all analysed cases.

If we compare results from last paragraph with results displayed in the figure 4.32 , where
the results from the simulation carried out in the higher toroidal magnetic field are shown,
we can distinguish important differences. In the case of the lower toroidal magnetic field the
Cherenkov detector is capable to detect more particles, than in the case with higher magnetic
field. In the higher magnetic field only the particles with energies greater than 4 MeV can be
detected.

The differences in that two studied cases are also clearly visible in the figure 4.33, where
the imitation of the position scan with the Cherenkov detector is displayed. From the figure
it can be seen, that for the higher magnitude of the magnetic field (−1.5 T) the number of
detectable particles is substantially decreased compared to case with lower magnitude of the
toroidal magnetic field (−0.92 T).
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(a) ξ = 0.6 (b) ξ = 0.7

(c) ξ = 0.8 (d) ξ = 0.9

Figure 4.29: Histograms of the detected impact of the particles with the different pitches ξ. The
particles were simulated in the toroidal magnetic field with value BT = −0.92 T on magnetic
axis.
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(a) ξ = 0.6 (b) ξ = 0.7

(c) ξ = 0.8 (d) ξ = 0.9

Figure 4.30: Histograms of the detected impact of the particles with the different pitches ξ. The
particles were simulated in the toroidal magnetic field with value BT = −1.50 T on magnetic
axis.
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(a) R = 0.755 m (b) R = 0.760 m

(c) R = 0.765 m (d) R = 0.770 m

Figure 4.31: The dependences of number of detected particles on energy E and pitch ξ =
v‖
v

for different radial positions of the Cherenkov detector. From all potentially detectable particles
only the particles, which were initialised with radial position greater than 0.6 m (R > 0.6 m).
The simulations were carried out with the toroidal magnetic field BT = −0.92 T on magnetic
axis.

The observation described in the previous paragraph could be easily proved by the experi-
ment. The runaway generation rates reviewed in the section 1.2 are independent of the magni-
tude of magnetic field. This means that during the discharges approximately the same popula-
tion of the runaway electrons would be generated for different magnitude of the magnetic field.
If the positions of the Cherenkov detector were the same for all discharges with the different
magnitude of the magnetic field, different amounts of the particles could be detected by the
Cherenkov detector, which results in different intensity of the measured signal. However, the
experiment cannot be perform easily. In the tokamak COMPASS the substantial amount of the
runaway electrons is generated during plasma breakdown and the plasma breakdown is affected
by the magnitude of the magnetic field.
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(a) R = 0.755 m (b) R = 0.760 m

(c) R = 0.765 m (d) R = 0.770 m

Figure 4.32: The dependences of number of detected particles on energy E and pitch ξ =
v‖
v

for different radial positions of the Cherenkov detector. From all potentially detectable particles
only the particles, which were initialised with radial position greater than 0.6 m (R > 0.6 m).
The simulations were carried out with the toroidal magnetic field BT = −1.5 T on magnetic
axis.
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Figure 4.33: The comparison of the imitation of the position scan with the Cherenkov detector
for two different values of the toroidal magnetic field on the magnetic axis.



Chapter 5

Comparison with experimental results

In this chapter the results of the simulations are compared with the experimental obser-
vations. The particular emphasis is put on analyzing data from the Cherenkov detector. The
Cherenkov detector is a unique diagnostics tool, which is capable of direct observation of run-
away electrons with a very good temporal resolution at a well-defined location. We have to
keep in mind that the simulations presented in the previous chapter do not describe realistic sit-
uations in the tokamak plasma because they do not include several phenomenon, which could
fundamentally influence the particle dynamics. These limitations will be also discussed in the
following section (see 5.1).

5.1 Constraints of the model

The model presented in the previous chapter uses several simplifications, which can result
in the disputable conclusions. The complex simulation code attempting to realistically describe
the dynamics of runaway electrons faces many issues. The simulation has to be performed
in the 3-D magnetic field, e.g. without assumption of axis symmetric magnetic field of the
tokamak. This symmetry could be destroyed by toroidal ripples and for example in ITER by
blanket modules, which are the source of the stray field. Another aspects is behavior of the
plasma itself, the trajectories of the runaway electrons could be affected also by the plasma
instabilities. This phenomenon was observed on several devices.

The simulation technique, which was used to perform the simulations, can also bring the
mistakes to the drawing of the conclusions. The particle was initialized outside the separaterix
and then the locations of their impact were calculated. This approach was used due to computa-
tionally demanding process, which would include slowly acceleration of the electrons and their
slow drift from the plasma volume. This part of the simulation was skipped and only trajectory
out of separatrix was reconstruct. This method could result in the wrong initial positions of the
particles.
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Figure 5.1: Experimental setup used during runway electrons studies.[citace]

5.2 Experimental setup
The experimental setup, which was usually used during the runaway electrons experiments,

is shown in the Fig. 5.1. The interaction of the plasma facing component (PFC) with runaway
electrons, which results in the emission of the hard x-ray (HXR) radiation, is measured by
scintillation detector. The detector is based on NaI(Tl) scintillator with a photomultiplier. As
can be seen in the figure 5.1 it is situated in the north wall of the tokamak hall. For measuring
HXR radiation another scintillation detector is additionally installed. For detection of the so
called photo-neutrons (see 1.4), which are produced by interaction of high energetic runaway
electrons with the PFC, plastic scintillation detetor is used. The neutron detector is placed inside
the lead housing (10 cm) in the north of the tokamak hall near the standard HXR detector. It
is known, that the detector dedicated for detection of the neutrons is also sensitive to the high
energetic photons. The neutron detector is denoted as HXR-S (S for shielding).

The Cherenkov detector [31], which detects the in-flight runaway electrons, is located in the
horizontal port of the tokamak on the mid-plane. The Cherenkov type detector was intensively
described in the previous work of the author [7].

5.3 The Cherenkov detector
A brief description of the detector used on the experiments in the tokamak COMPASS will

be given (for details see [7]).
The idea of the Cherenkov detector is to use the Cherenkov radiation (see section 1.3.5),

which is emitted by the charged particles penetrating through the material, for the detection



5.4. EXPERIMENTAL RESULTS 81

Figure 5.2: Detail of the
measuring head of the
multichannel Cherenkov
detector.

Figure 5.3: The three-channel Cherenkov detector. In the fig-
ure the whole set-up of the Cherenkov detector is shown. The
detector consists of the measuring head, the detector tube,
the detector body and the flange.

of the fast electrons. When the particle travels through the so called radiator, then sufficiently
energetic particles emit radiation. The emitted radiation is then transferred with help of the
optic fibres to the photomultiplier and collected.

The three channel Cherenkov detector is shown in figure 5.2, 5.3. In the figures 5.2 the
detail of the measuring head of the Cherenkov detector is displayed. The three radiators are
clearly visible. The different thickness of the covering layer of the radiators sets the energy
detection threshold for observation of the fast electrons. The radiators are typically crystals
with the desired refractive index, the CVD diamonds are usually applied.

The Cherenkov detector is located in the horizontal port of the tokamak on the mid-plane.
Before each measurement it can be placed in a different radial position in the tokamak chamber
with help of movable support. For safety reasons the detector is always operated in larger radial
positions than the position of the edge of the low field side protection limiter, i.e. in the shadow
of the LFS limiter.

5.4 Experimental results

In the following section the experimental results will be discussed. Firstly, the profile of
the electron fluency (signal from the Chererenkov detector integrated in the time domain) will
be shown and compared with results of the simulation. Then the signal from the Cherenkov
detector during ramp-up experiments will be shown. In these experiments the detector provides
important insight into runaway dynamics during the disruptions. In this part of the section the
two applied configurations will be discussed and their influence on the recorded signals will
be considered. In the last section of this chapter effects of the MHD activity on losses of the
runaway electrons observed by the Cherenkov detector will be shown.
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Figure 5.4: Overview of the basic signals from COMPASS shot # 14559. In the first graph the
plasma current Ip and the loop voltage Ul is displayed. The electron density of the plasma with
signal of the Hα radiation is shown in the second graph. In the third graph the signals from
the HXR detector and from the shielded neutron detector are plotted. The neutron detector is
denoted as HXR-S, because it is also sensitive to high energy photons (MeV). The last graph
shows the signals from all three channels of the Cherenkov detector.
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Figure 5.5: The radial profile of the electrons fluency
∫

CH (integral of the signal from the
Cherenkov detector in time domain). CH1, CH2 and CH3 denote signals from the first, the
second and the third channel of the Cherenkov detector. In the right figure the radial profile
recorded by the Cherenkov detector is shown in the logarithmic scale.

5.4.1 The radial position scan

The radial position scan is displayed in figure 5.5. The scan was done on shot-to-shot basis
and for the scan shots #14558-145660, #14562-14563 were used. In figure 5.4 the basic signals
from the one shot from the scan are shown. All five shots were carried out with the same
parameters and with the same setting of the PMT of the Cherenkov detector. Data points in the
figure 5.5 were obtained by integration of the signals from the Cherenkov detector during the
whole discharge.

As it can be seen in the figures, the magnitude of the electrons fluency is approximately the
same for all channels in the most outer position (0.780 m), which is actually hidden in the port of
the tokamak. With the decreasing radial position, the electron fluency rises and the differences
between channels are gradually increasing. From figure 5.5 it can be see, that the signals are
increasing steeper than exponentially.

If we compare the figures 5.5 with the results of the simulations, where the reconstruction
of the radial profile was made, a large discrepancy can be seen. The experimental observations
suggest, that the number of detected electrons is increasing steeper then exponentially with the
decreasing radial position, but the results of simulations show linear trend. It has to be also
noted, that from the developed model (see chapter 3 and 4) only the electrons with energies
higher than 1 MeV can be detected by the Cherenkov detector.

5.4.2 Ramp-up experiments

The most interesting results, which were achieved via measurements with the Cherenkov
detector are connected to Argon induced disruptions in the ramp up current phase [44]. Argon
triggers the thermal quench (sudden drop of plasma temperature) and thus causes the the rapid
increase of the plasma resistivity, which leads to the rise of the loop voltage (rise of the toroidal
electric field). The typical evolution of the basic plasma parameters is shown in figure 5.6.
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Figure 5.6: The evolution of the selected signals during the argon induced disruption in the ramp
up current phase from the COMPASS discharge #13120. In the first graph the plasma current
and the loop voltage are displayed. The electron density of the plasma and signal of Hα radiation
are shown in the second graph. Third graph shows the signal from the HXR detector (HXR)
and from the neutron detector (HXR-S). In the last graph the signals from the multichannel
Cherenkov detector are given.

In the 5.6, the evolution of plasma current Ip and the loop voltage Ul can be seen in the
first graph. The massive gas injection valve with Argon was triggered at 953 ms, but due to
the response time of the valve the estimated time in which gas starts to flow into the chamber
is approximately 963 ms. The first stage of the plasma disruptions, the thermal quench, occurs
at 970 ms. The start of this phase could be estimated from the drop of the ECE signal, which
corresponds to the electron temperature, or by increasing Hα radiation suggesting the plasma
cooling. The thermal quench is followed by the current quench phase. This phase is character-
ized by the rapid decrease of the plasma current Ip. This phase ends when the runaway beam
phase is reached and the whole electric current is carried by the runaway electrons. The current
carried by the runaway electrons decreases relatively slowly.

In the third graph of the figure 5.6, the signals from the HXR detector (HXR) and neutron
detector (HXR-S) are shown. As it is seen in the figure, the HXR signal is present from the be-
ginning of the disruption and quickly saturates, but the signal from the neutron detector appears
in the runaway beam phase. This observation suggests that during the disruptions only the low
energetic runaways are lost. This phenomenon is also demonstrated in the fourth graph, where
the signals from the Cherenkov detector are displayed.

During plasma disruptions, the large burst of a signal from the first channel of the Cherenkov
detector appears. All channels of the Cherenkov detector shows consistent behaviour during
the runaway beam phase. The fact, that only the channel with the lowest energy threshold has
the signal during the disruptions again suggest, that only low energetic runaway electrons are
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present.
The comparison of signals from the Cherenkov detector in the case, where the RE beam

was created with another one, where it was not, is shown in the figure 5.7. In both cases the
burst of the signal from the first channel of the Cherenkov detector is visible. For a deeper
analysis of this phenomena see [7]. In figure 5.8 comparison of the signals from the Cherenkov
detector is also shown, but in both cases the runaway beam was generated after the disruption.
It has to be noted, that the shot #15726 was carried out with the different energy threshold of the
first channel. For the shot #13120 the energy threshold was 58 keV as usually in the COMPASS
experiments, but in the shot #15726 the energy threshold of the first channel was higher, namely
109 keV. As it is clear from the figure, no burst of the signal from the first channel of the
Cherenkov detector is recorded in the shot #15726 (higher threshold). This observation can be
easily explained by that only electrons with energies lower than 109 keV are lost during the
disruptions and electrons with higher energies are confined and serve as a runway seed.

The explanation could be correct. However, the shapes of the signals from the Cherenkov
detector also differ in the runaway electron phase. The Cherenkovs signals from the discharge
#13120 are correlated with the decay of the RE beam, but the signals from the Cherenkov
detector recorded in the discharge #15726 show only peak in the end of the RE beam phase.
This discrepancy in the signals from the RE beam phase could suggest, that the differences
between the signals is caused not only by different energy threshold of the first channel.

Another interesting comparison between the signals from the Cherenkov detector is shown
in the figure 5.9. In the figure the signals from the Cherenkov detector recorded during the
discharge #13120 are display again. This discharge was carried out with the experimental setup,
which is shown in the figure 5.1. On the other hand, in the shot #10921 the Cherenkov detector
was placed in the same port as in discharge #13120, but the LFS protection limiter was moved
on different toroidal position between the coils 9 and 10 (originally between the coils 1 and 16).

An idea how to explain the discrepancy between the recorded signals into the two similar
cases, may be as follows. In the figure 5.10 the two configuration of the Cherenkov detector and
the LFS protection limiter are displayed. The left figure represents the configuration from the
shot #13120. The protection limiter is 180◦ away from the Cherenkov detector in the toroidal
direction, but in the right figure the LFS protection limiter is located in the vicinity of the de-
tector. In both figures the direction of the plasma current is displayed and the toroidal direction
of the movement of the individual plasma species is indicated. The different signals from the
Cherenkov detector can be caused by the fact that the LFS protection limiter was placed on the
toroidal position in front of the Cherenkov detector from the electrons side, so that all potentially
detectable electrons had impacted on the protection limiter.

The situation discussed in this section is hardly comparable with results of simulations,
because the topology of the magnetic field is unknown. The reconstruction of the magnetic
field by the equilibrium code EFIT is not feasible in the RE dominated scenarios.

5.4.3 Recorded MHD activity

The Cherenkov detector is also capable to provide deeper insight into processes behind
mechanisms of the runaway electrons losses. In figure 5.11 evolution of the basic signals is
shown. At the first sight, the signal from the Cherenkov detector shows interesting behaviour.
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Figure 5.7: The comparison of the signals
after Argon induced disruption. In the shot
#13120 the RE beam was created, but shot
#13118 ends without RE beam generation
after the disruption.

Figure 5.8: The comparison of the sig-
nals after Argon induced disruption. The
first channel of the Cherenkov detector
had energy threshold 58 keV (#13120) and
109 keV (#15726).

Figure 5.9: The comparison of the sig-
nals after Argon induced disruption. The
two shots were carried out with different
toroidal position of the Cherenkov detec-
tor.
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Figure 5.10: Illustration of the two configurations used in the campaigns dedicated to the in-
vestigation of the runaway electrons. In the first case (left), the Cherenkov detector was located
on the LFS and was located at position, which was 180◦ away in the toroidal direction from
the LFS protection limiter. In the second case (right), the Cherenkov detector was placed in the
vicinity of the LFS protection limiter. As it is shown in the figure, the LFS protection limiter
is in the later case in front of the Cherenkov detector in the direction of the movement of the
electrons.

It is clearly seen, that the signals are periodic. Because the signals from the Cherenkov detector
can be interpreted as losses of fast electrons, one can search for the reason of the periodic losses.

In figure 5.12 coherence of the signal from the first channel of the Cherenkov detector
with the signal from the Mirnov Coil (A2) is given. At the end of the discharge the large
correlation between the signals is visible. This observations means that in this stage of the
discharge signals have the same frequencies. The Mirnov coil measures the MHD activity of
the plasma and indicates the presence of a magnetic island in the plasma. The magnetic islands
cause magnetic perturbations, which can affect dynamics of the fast particles. For this reason
the correlation between the signals can be observed. This behaviour was already observed on
tokamkak COMPASS with help of different diagnostics [8, 15].

Details of the signal from the first channel of the Cherenkov detector and from the Mirnov
coil are displayed in the figure 5.13. From the figure it is clearly seen that the signals have the
same frequencies, however the signal from the Cherenkov detector is also modulated by another
lower frequency.
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Figure 5.11: The figure shows the evolution of the basic signals in the shot #13179.
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Figure 5.12: Coherence of the signal from the first channel of the Cherenkov detector
with the signal from the Mirnov Coil (A2) recorded in the shot #13179. The figure
shows the correlation of the signals.

Figure 5.13: The first graph shows the signal from the Mirnov coil (A2), which indi-
cates the MHD activity. The signal from first channel of Cherenkov detector is shown
in the second graph.
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Summary

The first part of this thesis summarises the fundamental knowledge about physics of runaway
electrons. The possible generation processes are listed and importance of the particle radiation
is discussed. A substantial part of the thesis is dedicated to the modelling of the particle motion
in the magnetic field of the tokamak. The particle simulation are later used for interpretation
of measurements with the Cherenkov detector, which can provide useful information about the
dynamics of the fast electrons.

The first chapter begins with the intuitive description of the runaway electrons phenomena
and gives insight into generation mechanisms of runaway electrons in the present and future
tokamaks. In the first chapter, the radiative processes affecting the dynamic of the charged
particles are also discussed and importance of the particle radiation for diagnostic purposes is
pointed out. The chapter ends with a part dedicated to description of the RE-wall interaction.

In the second chapter the extensive list of numerical methods for determination of move-
ments of the charged particle in an electromagnetic field is given. Firstly, the basics of the
physics behind the motion of charged particle is reviewed. The following sections of this chap-
ter present with various methods of calculation of particle trajectories. Two different approaches
are discussed - the full orbit modelling, which reconstructs the trajectory of the particle includ-
ing the Larmor radius, and guiding centre approach, which concentrates only on calculation of
the position of the guiding centre.

The third chapter summarises methods required for implementation of the algorithm and
also introduces the implemented algorithm, which is capable to calculate the trajectories of
the runaway electrons in the magnetic field of the COMPASS tokamak. In the third chapter,
the reconstruction of the magnetic field on the tokamak COMPASS is briefly explained and
techniques used in simulation code are described.

In the fourth chapter, of this thesis, the results obtained by the simulation code are given.
The simulation method capable to study the dynamics of the escaping runaway electrons from
the plasma volume is presented and the constraints of the developed model are discussed. The
simulation code is used for determination of the location of the particle impact. However,
the main reason for which the simulation code was developed was an attempt to give insight
into measurements with the Cherenkov detector. The simulations are carried out with various
parameters of the magnetic field in the effort to determine the features of detectable particles
for different radial positions of the Cherenkov detector head.

The last, more experimental, chapter is dedicated to comparison of the results of simula-
tions with the experimental measurements. At first, the experimental setup used during the
experiments with the runaway electrons is shown. Then the brief description of the Cherenkov
detector is given and its principle is explained. Subsequently, the experimental results obtain
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during the position scan with the Cherenkov detector are shown and discrepancy with results
obtained by simulation is discussed. The details of the other measurements with the Cherenkov
detector in the scenarios, which the implemented simulation code cannot describe, are given in
the second part of this chapter. The most interesting observation is related to the Argon induced
disruption in the current ramp-up phase. In this scenario, the Cherenkov detector gives very
interesting information and proves that it can be a source of useful information about dynam-
ics of the runaway electrons. Also the capability of the Cherenkov detector to contribute to
investigation of losses of runaway electrons influenced by MHD instabilities is demonstrated.
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[6] Čerenkov, P. Visible radiation produced by electrons moving in a medium with velocities
exceeding that of light. Physical Review 52, 4 (1937), 378.
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Appendix A

Simulation scripts

All scripts used for calculation of the trajectories of runaway electrons in the COMPASS
tokamak are available at web page:

https://drive.google.com/drive/folders/1uMKq9RkDcZcNgvrp6T0LQMScIf_nPgnM?
usp=sharing.

For proper functionality of the code the access to the COMPASS database is needed. The
example of use of programme is shown in script sim_example.py. Please contact the author in
case of any problems.
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