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Chapter 1

Introduction to nuclear fusion

Note: This chapter serves as really very basic introduction to nuclear fusion,
and does not contain any information that is not widely known in the fusion
community. Everyone familiar with basic concepts of thermonuclear fusion
in inertial confinement can skip this chapter without worries of skipping
something they do not already know.

1.1 Nuclear fusion

Nuclear fusion is a process which involves two nuclei joining together to
form a heavier nucleus. There are many fusion reactions possible, but those
which release significant amount of energy are of particular interest. Fusion
reactions are powering the Sun and all other stars, which shows there is
high potential of harnessing power. Building a power plant based on nuclear
fusion reactions would mean a great step forward for the whole mankind, as
it would be very clean energy source with many advantages over both fossil
fuel power sources and fission nuclear reactors. The main advantages would
be

• virtually indepletable fuel source

• inherent safety

• very small amount of radioactive waste compared to fission reactors

Because the nuclei are positively charged, they repel each other by Coulomb
force, and bringing them close enough for strong nuclear force to prevail re-
quires high energy. If the nuclei are to fuse, they first need to overcome this
so-called Coulomb barrier. The higher the charge of the nuclei, the higher
the Coulomb barrier.
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CHAPTER 1. INTRODUCTION TO NUCLEAR FUSION 9

Accelerating a nucleus and letting it hit a target nucleus is possible and
functional concept, however, only very few of the accelerated nuclei actually
fuse. Most of them dissipate their energy by scattering in the target material.
This idea is used in devices called fusors, which are convenient as a source
of high-energy neutrons, but building an efficient power plant based on this
principle seems impossible.

The most promising method of overcoming the Coulomb barrier is called
thermonuclear fusion. It involves heating the fuel to very high temperatures
of the order of hundreds of millions of Kelvins. The fuel would necessarily
be in the state of plasma, a mixture of free ions and electrons which would
move rapidly and occasionally collide with each other. Because the particle
kinetic energy is very high at such high temperatures, some of the collisions
would make the nuclei overcome the Coulomb barrier and enable them to
fuse. Scattering is now not a problem, because the energy is not lost, but
stays in the plasma (in an ideal case, when losses are neglected).

1.2 D-T fusion reaction

The most important criterion for choosing a nuclear reaction suitable for a
future fusion reactor is its cross section dependence on energy. This cross
section should be high for as low energies as possible, which means focus-
ing mainly on reactions involving lighter nuclei, which have smaller charge
and therefore lower Coulomb barrier. The most suitable reaction from this
point of view is deuterium-tritium reaction. Its cross section has by far the
highest maximum from all potential reactions, when achievable energies are
considered.

2
1H +3

1 H →4
2 He+1

0 n+ 17.6 MeV

It also has two drawbacks. The energy is released as kinetic energy of the
products, majority being carried away by the neutron. The reactor would
therefore be subject to high flux of high energy neutrons, which puts high
requirements on materials it is made of. Secondly, tritium is not naturally
abundant and would have to be bred by some other nuclear reaction. Reac-
tions of lithium with the fast fusion neutron can be used for this purpose,
but the need to do so increases complexity of the device and requires further
research.

However, other reactions either have too high Coulomb barrier, and would
require very high plasma temperatures, or the fuel is unlikely to be available
in sufficient quantities (such is for instance the case of reactions involving
helium-3 nuclei). It is not impossible that sometimes in the future other
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reactions than D-T will be used, but at the present even the D-T reaction,
which seems the easiest to achieve, is a challenge.

1.3 Lawson criterion

Because energy losses are not negligible in real thermonuclear plasma, it has
to be continuously heated so that the temperature does not drop and the
fusion reactions do not cease. In D-T fusion, part of the output energy is
carried by an alpha particle, which is easily absorbed in the plasma itself, and
therefore contributes to the heating. Under certain circumstances this energy
alone could suffice to cover energy losses, which would start self-sustaining
thermonuclear burn, and any outer heating system could be turned off. This
state is referred to as ignition. It should also be noted, that runaway reaction
is not possible, because as temperature rises, cross section of D-T fusion
decreases. Ignited plasma could burn in a stable state.

Condition for ignition of D-T fusion is known as Lawson criterion:

nτE ≥ f(T )

where n denotes density and τE energy confinement time (which is a mea-
sure of rate at which energy is lost from the plasma). f(T ) is a function of
temperature with a minimum at about 25 keV. Providing that the tempera-
ture is given, Lawson criterion basically says that the quicker the energy is
lost from the plasma, the more the plasma has to be compressed in order to
achieve ignition.

1.4 Magnetic confinement

The temperatures needed to allow fusion reactions to occur are in the order of
hundreds of millions of Kelvins, which is high above what any known material
could withstand. The thermonuclear plasma cannot be allowed to physically
touch any part of the reactor, because it would immediately cool down. Many
devices based on so-called magnetic confinement are being built and tested.
They rely on high magnetic field that, if configured properly, keeps the plasma
from touching the walls of the reactor. The most promising family of such
devices are tokamaks. A tokamak is a doughnut-shaped vacuum vessel with
strong toroidal field coils. Charged particles of the plasma are forced to
follow toroidal field lines, and therefore cannot leave the plasma. However,
because of various effects this configuration of magnetic field is not sufficient
to confine the plasma, and another magnetic field has to be added. This field
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is called poloidal magnetic field, and is made by inducing electric current in
the plasma. Strong toroidal field and current induced in the plasma are
what defines tokamak and distinguishes it from other configurations. Other
systems have to be added to heat up the plasma to sufficient temperatures.
The topic is complex and will not be described here in detail.

Ignition has not yet been achieved in tokamak configuration, but high
achieved values of nτE show that it is likely to be technically possible, and
further research in this field is in progress, with large tokamak ITER currently
being built. Plasma density in tokamaks is generally very low, and in order
to meet Lawson criterion, long energy confinement time has to be achieved.

1.5 Inertial confinement

Another way of meeting Lawson criterion is to use high density plasma with
short energy confinement time. A possible way how to achieve this is rapidly
heating a small amount of fuel, so that Lawson criterion is met and significant
portion of the fuel is ignited and burned, before the system has time to expand
and cool down. This idea is known as inertial confinement fusion, because
it is only inertia that keeps the system from expanding. The energy would
obviously be released in pulses, power could not be produced continuously.

In currently considered configuration, the fuel is stored in a small hollow
spherical pellet, which contains D-T gas and a layer of D-T ice. The outer
layer is made of plastic. The target has to be cryogenic at very low temper-
atures. Other configuration would make the compression process ineffective.
High power lasers (drivers) can be used to compress the target and heat the
resulting plasma.

In order to compress the fuel successfully, the irradiation has to be very
precise and isotropic. The system is vulnerable to instabilities, which can
compromise the whole process. That is why so-called indirect drive scheme
was proposed. The target is enclosed in small hollow cylindrical cavity called
hohlraum, and the lasers irradiate the inner surface of this cavity. Laser
energy is converted to X-rays, which then irradiate and compress the target
itself. Irradiation is more symmetric if done this way.

Recent situation at the world’s largest inertial confinement device, Na-
tional Ignition Facility, shows that achieving ignition will likely be more dif-
ficult that anticipated, due to previously unexpected problems[1]. Indirect
drive hohlraums scatter a significant part of the energy away from the target,
and the irradiation symmetry is not sufficient. This comes as a disappoint-
ment for inertial fusion community.

Ignition has not yet been achieved in this configuration either. Even if
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it is achieved eventually, there are many issued to overcome before a power
plant is built. Energy released in a single shot is limited by the design of
the reactor chamber, and in order to get continuous and high power thermal
output, the demands on repetition rate of the drivers are high and cannot be
met by present technologies. Ion beams could be used instead of the lasers,
but there are other issues with them as well. And even if the repetition rate
of the drivers is high enough, the targets would have to be changed very
rapidly, which makes another issue.

Another experimental device for inertial fusion is so-called z-pinch. High
current is driven through a cylindrical plasma, and resulting magnetic field
compresses and heats it. The largest of these called Z machine is located in
Sandia National Laboratory. Very high temperatures have been achieved in
these devices, and research in this field continues.



Chapter 2

Self-navigation of laser beams

As shown in previous chapter, there are still many problems to be solved in
inertial confinement fusion development, before a functional inertial fusion
power plant can be built. An ignition has not yet been achieved, not even
on stationary targets with indirect drive. Assuming that it will be in a few
years time, there will be other issues on the list. A stationary target is not
suitable to be used in a power plant – setting it in a proper position would
take time, and because the energy output of each explosion is limited, overall
power output would be too small. Therefore, one possible solution is to inject
the target into the reaction chamber, and irradiate it by the laser beams as
it flies. This might highly improve the repetition rate, but also brings the
question of how to aim the lasers on the moving target. Tracking the target
and aim at it1 is an option, but might prove to be too difficult. However,
an alternative approach was proposed[4][5][6][9]. An approach that might
possibly require no active aiming at all (although some passive tracking of
the target will still be needed).

2.1 Basic description

2.1.1 Requirements and basic parameters

The whole idea assumes that a way to ignite thermonuclear pellet by lasers in
direct drive scheme has been already found and that a laser repetition rate is
high enough, and deals with the problem of how to aim at this pellet, moving
very quickly in the reaction chamber. Let’s first estimate basic parameters
of the whole process. A spherical target 4 mm in diameter is injected into

1by either moving some focusing optics, or by adjusting refractive index of suitably
chosen optical element (Kerr effect)

13



CHAPTER 2. SELF-NAVIGATION OF LASER BEAMS 14

spherical reaction chamber 10 m in diameter. In order to achieve isotropic
irradiation, the target has to be delivered into a virtual sphere 5 mm in
diameter in the center of the chamber, and the aiming precision needs to
be about 20 µm. Providing that one explosion has an energy of 1 GJ, and
that the total power output required is 5 GW (so that the net electricity
output is comparable to conventional fission reactors), the frequency would
have to be about 5 Hz. The injection velocity would have to be in the order
of hundreds of meters per second. It will obviously be difficult to achieve the
precision needed under these circumstances. Some sort of tracking and optics
adjustments is necessary, because it is impossible to predict the position of
the pellet precisely enough based solely on its injection speed and direction,
due to collisions of the target with debris from previous explosions.

2.1.2 Principle of operation

The alternative approach suggests that it might be possible to obtain the
information about the target position by illuminating it by low-energy lasers
just before it reaches the center of reaction chamber. The reflected light could
be collected by optics, amplified, reflected on phase-conjugating mirror to
preserve its wavefront shape, and sent back to the target to ignite it. Because
the reflected light is used to do the final high energy irradiation, the low
energy illuminating lasers have to be evenly distributed and illuminate the
target from all directions. Even though the position of the target during the
illumination and irradiation stage would not be the same, the displacement
between these stages would hardly change from shot to shot. If the target is
injected at 100 ms−1 and the optical path the light needs to pass through the
amplifiers is 400 m, the displacement would be 130 µm, which is comparable
to the required precision margin mentioned above. However, it is still higher
than that, and the light cannot be sent exactly where it was reflected from.
Instead, it has to deviate from the original trajectory, so that it hits the target
in its new position. A way to do this was proposed, and will be described
later.

Because the exact position for the low energy illumination is not known,
some tracking of the target will be necessary, in order to make sure that
the target is in a position suitable for illumination. However, using laser
beams wide enough to cover the whole target during acceptable delivery
could remove the need for active aiming. Whether this is actually possible
depends mainly on the way the injection mechanism is designed, and whether
it is able to deliver every target with nearly the same velocity. If, for instance,
the direction of the injection is stable enough, it is possible to measure only
the speed of the target in order to time the illumination accordingly, and no
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Figure 2.1: A scheme of one laser channel in three different stages of
operation[4]

active aiming would be needed. The requirements on the injection mechanism
are very high. In case the target is delivered too far off-center, irradiation
symmetry is compromised, because one side of the target will be irradiated
significantly earlier than the other.

2.1.3 Laser channel design

An important question is how to deal with the position difference between
illumination and irradiation stage. A way must be found to deflect the am-
plified light from its original trajectory. This displacement compensation
system has to be custom made for every single laser window, because the
deflection angle depends on the window position. An elegant way based on
higher harmonic conversion was proposed2. The principle is shown in Fig. 2.1.

When the target reaches the middle of the chamber, it is illuminated by
seeding laser. The reflected light is collected, passes through higher harmonic
conversion crystal (unchanged due to its low energy), is amplified, reflected on
phase conjugating mirror and further amplified. On its second pass through
the conversion crystal it is subject to higher harmonic conversion and then it
enters the target displacement system. It consists of suitably chosen optical
element with such refractive index dependence, that the refraction of higher
harmonic produces desired angle deflection. Therefore, when the amplified
light enters the reaction chamber again, it does not follow its original path.
If the target displacement system is adjusted properly, the high energy light

2If Nd:YAG lasers are used, the higher harmonic conversion has to be implemented
anyway, because the Nd:YAG wavelength is not suitable for compression of the target.
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would hit the target almost exactly in the right spot, and with the same
wavefront shape that was produced during the reflection on the target.

2.2 Proof of concept

In order to show that the principle described above works, two experiments
have been conducted[6]. The scheme of the more advanced one is shown in
Fig. 2.2. The low energy laser light is reflected on a steel ball, passes through
the same optical elements as described above, and it is focused on a CCD
camera on its way back. Two distinct spots captured by the camera show
that the third harmonic converted light indeed followed different trajectory
than the unconverted part.

Figure 2.2: Experimental setup[6]

2.3 Issues to be solved

Although the description given so far may sound easy, there are some prob-
lems that need to be addressed and solved.
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2.3.1 Unconverted first harmonic removal

The higher harmonic conversion is never perfect. Tens of percent of original
light intensity may pass through the conversion crystal unconverted. Because
it is the first harmonic, the target displacement system would not deflect it
where it is supposed to, and the light would likely hit the target off-center,
compromising isotropic irradiation, thus preventing ignition. This light must
therefore not be allowed to enter the reaction chamber, and must be filtered
out and dumped. Whatever optical element is used to do the task, it must
allow the first harmonic through on its first pass.

This could be done by Faraday rotator. The idea is shown in Fig. 2.3.
Faraday rotator is in between two polarizers that have relative orientation of
π
4
. The light collected from the target is polarized by the first polarizer. Then

the plane of polarization is rotated by π
4
, and the light passes through the

second polarizer. When the mixture of first and higher harmonic returns, it
first passes through the second polarizer to ensure the polarization is linear,
and then enters the rotator again. Unconverted first harmonic is rotated by
π
4

again, so the first polarizer will not let it enter the chamber. The higher
harmonic is rotated by such an angle, that the plane of polarization matches
the orientation of the first polarizer, and the light passes through.

Figure 2.3: Unconverted first harmonic removal[6]

Verdet constants that determine the angle of rotation in Faraday rotator
depend on wavelength, so this behaviour of the rotator can be achieved by
carefully choosing material for the rotator. If that is not possible, the rota-
tor can be made of two different materials (technically two rotators placed
in serie), and the required adjustments can be made by applying different
magnetic fields. For further details see [6].
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2.3.2 Target reflection ability

The self-navigation would only work if the target reflects enough laser light to
be collected and amplified. If the target absorbs too much energy, the scheme
will not work, because the targets are delivered at very low temperatures,
and premature heating by absorbing the seeding light would compromise
compression. That is why calculations were made in order to find out tem-
perature increase as a function of absorbed energy [4]. The calculation shows
(see Fig. 2.4) that absorption of 14 mJ of energy means temperature increase
of 1 K (providing that 1 ms elapses between illumination and irradiation of
the target). This is very important to find out what energy is acceptable for
illuminating lasers, and what amplification is necessary afterwards.

Figure 2.4: Target temperature increase as a function of absorbed energy[4]

It is likely that reflection coefficient of the target will not be sufficient to
meet requirements, and some sort of thin reflective coating might be neces-
sary. This will however need further examination.

2.3.3 Parameters of reflected illuminating light

As mentioned above, the target would have to be illuminated by many laser
beams from all directions, in order to ensure sufficient symmetry of subse-
quent high energy irradiation. The collected light would therefore consist of
reflected light from many beams, which would superimpose. A crucial ques-
tion therefore arises: will the characteristics of the collected light be suitable
enough for amplification and PCM reflection? And if so, can the light be
sent back to the target in a shape capable of symmetric irradiation? This is
the main purpose of this thesis. To find out structure of the phase and the
amplitude of the reflected light after all illuminating beams superimpose on
a chosen window.



Chapter 3

Reflection of one beam on the
target

3.1 Geometry and basic assumptions

Geometry in which the problem will be studied is similar to NIF parame-
ters. The target chamber is spherical R1=10 m in diameter, the target is
a sphere 2a=4 mm in diameter. Every window is square with a side length
of 2r=400 mm. The window is placed twice as far from the center than is
the chamber radius (R2=2R1). The chamber wall in actual reactor config-
uration will be subject to high neutron flux, and enough room needs to be
reserved for cooling systems and biological shielding. That is why only a
narrow channel for collecting the reflected light was used, and all the optical
elements were placed farther. The position of a window in the chamber will
be described by two coordinates ϕ, ϑ. Their meaning is shown in Fig. 3.1.
The calculations are however performed in cartesian coordinates.

For the sake of simplicity, the target is assumed to be spherical and posi-
tioned exactly in the middle of the chamber. It is also assumed to be 100 %
reflective, so any absorption mentioned in Section 2.3.2 is not considered. If
the self-navigation concept will appear to be possible in this simple scenario,
deviations from these assumptions will have to be taken into consideration
as well.

The laser beam is square (although it is not particularly important),
aimed at the center of the chamber, and is wide enough to illuminate the
whole target. It is therefore not possible to place a window opposite to
another one – any light that does not hit the target would enter the opposite
window, which is not acceptable. Even if a narrow beam was used (narrower
than the target diameter), it is probably not a good idea. For safety reasons
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Figure 3.1: Chamber geometry and meaning of coordinates ϕ, ϑ

it would be wise to place the windows in such a way that no laser light from
any window can be fired into another one. Proper window positioning will
be dealt with in the next chapter.

The window is not considered flat for the calculation, but instead is curved
so that it follows curvature of a sphere. The justification is as follows. Behind
the window there has to be lens to make the beam parallel. This lens would
convert spherical wavefronts to plane ones, so parameters of the light on the
curved window should be the same as would be on a plane window after
passing though the lens. The benefits of this approach will be shown in
section 3.5.

3.2 Numerical model

3.2.1 Description

Because analytical solution would be difficult to find even in this simplified
scenario, and mainly because it would be beneficial that the model can be
used to analyse the more complicated scenarios later (narrow beam, non-
spherical target etc.), a numerical model based on Monte Carlo simulation
was used.1It was implemented in C++ programming language, and Mersenne

1Analytical solution for wavefront shape after the reflection can be found in [2]. How-
ever, it cannot be used to calculate all parameters of interest (like polarisation).
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twister [7] pseudo-random number generator implemented in Boost 1.51 li-
brary was used.

The principle is very simple. A random ray from the beam is selected and
followed to the target. If the target is hit, the ray is reflected based on law of
reflection and followed to the sphere with windows. If the examined window
is hit, all necessary parameters are calculated and saved. This is repeated
until enough rays hit the window. The parameters that have to be calculated
are path travelled by rays before hitting the window (which is necessary to
calculate phase) and amplitude. Amplitude would normally stay the same,
but as was noted in Subsection 2.3.1, the beam that enters the optics will pass
through a polarizer after it is collected – which will affect amplitude. The
calculation of amplitude therefore means calculating polarization of incident
light and comparing it with polarizer orientation.

3.2.2 Calculating the point of incidence

The laser beam source is positioned in the direction of x, in the distance of
R1 from the center, its cross section is a square with side length of 2a. The
target is described by ellipsoid equation

(x− s1)2

a2
+

(y − s2)2

b2
+

(z − s3)2

c2
= 1

Two random numbers p1, p2 describing a ray in the laser beam are gen-
erated in the interval (-a,a). The intersection of the ray and the target can
be written as

A = (s1 +
√
K, p1, p2)

where

K =

(
1− (p1 − s2)2

b2
+

(p2 − s3)2

c2

)
a2 (3.1)

If K < 0, the target is missed.

Next step is to find direction of the reflected ray. Simple geometry implies
that

~k2 = ~k1 − 2
~k1 · ~n
~n · ~n

· ~n

where ~k1, ~k2 are vectors of incident and reflected rays, respectively, and ~n is
a vector normal to the target surface at point A. Substituting

~k1 = (−1, 0, 0) (3.2)

~n = (
√
K, p1 − s2, p2 − s3) (3.3)
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and by introducing the constant

E =
2
√
K

K + (p1 − s2)2 + (p2 − s3)2
(3.4)

one gets
~k2 =

(
E
√
K − 1, E(p1 − s2), E(p2 − s3)

)
(3.5)

As noted above, the window is sphere-shaped, so the incidence point on
the window can be found as an intersection of a sphere of radius R2 and a
line described by vector ~k2 which passes through the point of incidence on
the target A. Let the intersection be (X, Y, Z).

The next step is to rotate the point in such a way that the center of the
window, if rotated, would lie on x-axis. The reason to do this is because
the parameters that one is interested in will be studied as functions of the
position on the window, i.e. in 2D. Considering the meaning of coordinates
ϕ, ϑ (Fig. 3.1), it means rotating the point by −ϕ around z-axis and by −ϑ
around y-axis. After the rotation the x coordinate will be discarded, and the
remaining two will describe position on the window. The transformed point
can be written asX ′Y ′

Z ′

 =

 cosϕ cosϑ sinϕ cosϑ sinϑ
− sinϕ cosϕ 0

− cosϕ sinϑ − sinϕ sinϑ cosϑ

XY
Z

 (3.6)

All that remains is to determine whether the point lies in the examined
window. This clearly happens when |Y ′| ≤ r, |Z ′| ≤ r and X ′ > 0. Calcu-
lating the path the light travelled is then a straightforward task.

The position on the window can be described by only two coordinates (X ′

for a successful hit is always equal to R2, and can be discarded as already
mentioned). In the rest of the thesis there will be various quantities examined
as functions of the position on the window. Letters x and y are going to be
used in such cases to avoid confusion, even though in the above Y ′ and Z ′ is
used.

3.2.3 Aiming optimization

When the rays are randomly selected, only very few hit the selected window
due to the configuration geometry. Vast majority of them either does not
hit the target at all, or ends up somewhere on the inner wall. It is therefore
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Figure 3.2: Beam cross-section: rays that hit the window at ϕ = 9
10
π, ϑ = 1

4
π

and optimized aiming area

helpful to find a way to pick rays in some more sophisticated manner, in
order to speed up the simulation. A simple, yet effective way was found and
implemented by the author.

At the beginning the rays are indeed picked randomly, and whenever
a ray hits the window, the position in the beam in y − z plane where it
originated from is checked. After 500 hits accumulate, the minimal and
maximal ray positions in both y and z directions are found and used to
narrow the effective beam area in a following manner. These four numbers
define a rectangle, which is scaled by a factor of 1.2 while the position of
its center is not changed. The rest of the rays is again picked randomly,
but only in this rectangle. It is shown in Fig. 3.2 for a window position
ϕ = 9

10
π, ϑ = 1

4
π (the ray position is ϕ = 0, ϑ = 0, as it will be throughout

this chapter).
As can be seen, the area of this rectangle is much smaller than the area

of the original beam (which is 4×4 mm), which significantly reduces time
needed to do the calculations. It is possible to hit the target with thousands
of rays in much shorter time. 10000 hits appear to be enough to do all
calculations that will be described, and that is the number that was used.

3.2.4 Phase structure calculation

As was demonstrated in subsection 3.2.2, it is very easy to calculate path the
light travelled for every beam that hits the window. However, working this
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way means we only know the travelled path in the points that were actually
hit – and these are essentially randomly scattered. It is necessary to divide
the window by a regular grid, and calculate the travelled path (and any other
quantity that might be needed) on this grid.

When the window is curved (as was described is Section 3.1), the travelled
path of the scattered points on the window can be described by a plane for
nearly all window positions. However, the points do not fit exactly on this
plane, and due to the wavelength of the light (1064 nm), the phase is very
sensitive to path difference. It can be shown that fitting the travelled path
by this single plane will not provide necessary precision.

A different algorithm is used instead. As mentioned above, the goal now
is to find approximate travelled path on a regular grid, using points scattered
in between grid points. This is achieved by going through the grid one point
after another, finding few (6 are used) scattered points that lie closest to the
current grid point. After they are found, a plane is fitted though them by
least squares method, which produces a function of a form path(x, y), where
x and y are coordinates describing position on the window (as described in
subsection 3.2.2). This function approximates the travelled path in the vicin-
ity of the current grid point, and therefore can be used to find the travelled
path there. By running the simulation multiple times and comparing the
values in the grid points it appears that an error that results from this ap-
proximation is much less than 1 nm, which is acceptable for phase calculation.

When the travelled path d in the grid points is known, calculating the
phase itself is easy. It is given by2

β =
2πd

λ

This phase is then recalculated so that it is the interval < −π, π >. atan2
function is used – special atan function that uses sine and cosine values of
an angle separately, and can therefore determine the quadrant the angle is
in. The final formula for phase is

α = atan2

(
sin β

cos β

)
(3.7)

One last cosmetic alteration of phase will be performed. Phase calculated
from the above equation will exhibit steps of 2π. It can be helpful to get

2The phase shift on reflection is not accounted for, because it is the same for all rays,
and it is the change of phase on the window that we are interested in, not the specific
value.
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rid of these, to make the graphs easier to read. To accomplish this, it is
possible to try adding or subtracting whole number multiples of 2π to the
calculated phase, as this does not make any real difference. The algorithm
consists of walking through the grid one row after another, finding the av-
erage phase of the grid point left of and above the current grid point (when
walking left to right, top to bottom, i.e. the points are already processed) and
adding/subtracting such whole number multiple of 2π to the current point
phase, that the resulting value is as close to the average as possible. Where
there is only one already processed point available next to the current point
(first row and column), no average is calculated and only one reference point
is considered. The first point of the grid is obviously not changed at all. The
result of this process will be shown in section 3.5.

3.2.5 Polarization and amplitude structure calculation

Let’s now assume that the beam is linearly polarized. First it is necessary to
describe the direction of polarization (i.e. amplitude of ~E). It is described by
an angle ξ ∈< 0, π >, where ξ = 0 means the light is polarized in z direction,
and ξ = π

2
means polarization in y direction. As was already noted, there is a

polarizer the light passes through after its collected. Its direction is described
in similar manner by an angle γ, zero angle means the polarization direction
is the same as the direction of increasing angle ϑ. In other words, if the
window is rotated according to equation (3.6), the polarization description
is the same for the beam and the window.

It is necessary to find out the change of polarization when the ray is
reflected. The basic principle is as follows. The ray is tracked to the point of
reflection, and the polarization vector is split into two perpendicular vectors,
perpendicular and parallel to the plane of incidence. According to Fresnel
equations and given that the target is 100 % reflective, the former is conserved
and the latter maintains its norm. Because the direction of reflected light is
calculated from law of reflection, the polarization can be calculated as well.
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Figure 3.3: Geometry of the problem (schematic – vectors ~P , ~P⊥, ~P‖, ~P
′, ~P ′⊥

and ~P ′‖ are in fact perpendicular to respective rays)

Let ~k1, ~k2 be unit vectors of the incident and reflected ray, ~n unit vector
normal to the target surface at the point of incidence and ~P = (0, sin ξ, cos ξ)

the polarization vector. Defining ~D =
~k1×~n
| ~k1×~n|

, one can write

~P⊥ = ( ~D · ~P ) ~D (3.8)

~P‖ = ~P − ~P⊥ (3.9)

Let ~P ′, ~P ′⊥,
~P ′‖ denote the polarization vector after the reflection and its

part perpendicular and parallel to the plane of incidence, so that ~P ′ = ~P ′⊥ + ~P ′‖.

As explained above, ~P ′⊥ = ~P⊥ and |~P ′‖| = | ~P‖|. Because ~P ′‖ lies in the plane of
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incidence and has to be perpendicular to the reflected ray, the polarization
vector of the reflected ray can be written as

~P ′ = ~P⊥ + ~P ′‖ = ~P⊥ + δ · |~P‖| · ( ~D × ~k2) (3.10)

where δ is either plus or minus one. Its goal is to ensure that vector bases
(~k1, ~P⊥, ~P‖) and (~k2, ~P ′⊥,

~P ′‖) have opposite orientation – opposite, because the
part parallel to the plane of incidence is subject to a phase shift. Looking
back at section 3.2.2 and substituting from equations (3.8), (3.2), (3.3), (3.9)
and (3.5), one gets these final expressions for the two parts of the polarization
vector

~P ′⊥ =
(p2 − s3) sin ξ + (s2 − p1) cos ξ

(p2 − s3)2 + (s2 − p1)2
·

 0
p2 − s3
s2 − p1

 (3.11)

~P ′‖ =
δ · |~P‖|√

(p2 − s3)2 + (s2 − p1)2
·

E(p2 − s3)2 + E(s2 − p1)2
(s2 − p1)(E

√
K − 1)

(p2 − s3)(1− E
√
K)

 (3.12)

where E and K are given by equations (3.4) and (3.1).

Let ~Wpos = (R2 cosϑ cosϕ,R2 cosϑ sinϕ,R2 sinϑ) be a vector describing

position of the examined window. By rotating vector ~P ′ + ~Wpos according
to equation (3.6) and discarding the x coordinate (let the new 2D vector be

denoted ~Pl), the polarization of the incident light and the window can be
compared. The polarization direction of the polarizer in the window after
the rotation is ~Pw = (sin γ, cos γ), and cosine of the angle between the two

(which is equivalent to amplitude attenuation) can be written as | ~Pl· ~Pw|
| ~Pl|·| ~Pw|

In summary, a way to find polarization of the ray on the examined win-
dow and corresponding amplitude attenuation after the beam passes through
polarizer in the window has been found. A similar problem as was described
in subsection 3.2.4 arises – it is necessary to calculate these quantities in
grid points. Because in this case the changes are not that abrupt, nearest
neighbour approximation is used instead of the least squares method.
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3.3 Wavefront shape

In order to see how the simulation works, let’s first have a look at what
the reflected wavefront looks like. In can be easily done if one tracks a ray
until certain distance is travelled, and then saves position the light reached.
Results for 4 distinct distances travelled is shown in Fig. 3.4.

Figure 3.4: Wavefront shape after the reflection, d denotes distance the light
has passed (in mm).
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Wavefront shapes after reflection off a unit sphere calculated analytically
in [2] are shown for comparison (Fig. 3.5). The shadow cast by the sphere is
clearly visible in Fig. 3.6 . The same wavefront shapes and the same shadow
result from the numerical simulation (shown in Fig. 3.4).

Figure 3.5: Wavefront shapes calculated analytically [2]

Figure 3.6: Wavefront shapes calculated analytically (side view) [2]
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3.4 Intensity distribution

One of the very basic results the simulation can provide is the intensity
distribution on the windows. If the target is illuminated by a single beam,
the intensity on some windows (one could expect that on those close to the
window the beam originated from) might be higher than elsewhere, simply
due to geometry. In order to find out, the simulation was run without the
optimization process described in subsection 3.2.3, and the polarization was
not taken into account as well. Total of 10 million randomly selected rays
were tested for every window, and the rays that actually hit the window were
counted. Fig. 3.7 shows the ratio of these ”successful” rays3.

Figure 3.7: Percentage of 10 million rays that hits specified windows

As can be seen, there is no clear dependence of intensity on the window
position. The variations of intensity have a character of random noise, which
is due to the fact that the intensity calculation is based on random numbers.

If the intensity on the windows is constant, the percentage of rays that
hit a specified window should be the same as the ratio of the window area
to the surface area of a sphere the windows are positioned on (because every
beam is reflected somewhere). This ratio is (the geometry was described in
section 3.1)

4002

4π · 100002
≈ 1.27 · 10−4

which is consistent with the simulation. The conclusion is that the intensity
on the windows is indeed constant, at least as long as the polarization is not
taken into account.

3The way the windows are selected would not produce even windows distribution – the
window density increases with increasing |ϑ|. This is however not important at this point.
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3.5 Phase structure

Examples of phase structure on selected windows can now be presented.
The target was again illuminated by a single beam in a position ϕ = ϑ = 0.
The phase was calculated on a regular grid 400 by 400 points according to
equation (3.7), discontinuities were not removed.

Figure 3.8: Phase structure for the window at ϕ = ϑ = 0

As one would expect, the phase does not change much across the win-
dow for back-reflection (Fig. 3.8), and the other window (ϕ = ϑ = π

3
) phase

structure consists of evenly spaced strips (Fig. 3.9). Now the advantage of
the fact that the window is sphere-shaped (see the end of section 3.1) can be
explained. Had the window been flat, the phase would change rapidly across
it and the spacing of the strips would be much smaller than the spacing of
the grid, which could render the whole simulation useless.

As promised at the end of section 3.2.4, the effect of there-described dis-
continuity removing algorithm is shown. Fig. 3.10 shows the same phase
structure as Fig. 3.9, except now the 2π discontinuities in phase were re-
moved.
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Figure 3.9: Phase structure for the window at ϕ = ϑ = π
3
, with discontinuities

Figure 3.10: Phase structure for the window at ϕ = ϑ = π
3
, discontinuities

removed
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3.6 Polarization structure

As for the polarization structure on the window that collects back-reflected
light (ϕ = ϑ = 0), there is not much to see. The polarization is the same as
the polarization of the original beam across the whole window.

A bit more interesting situation can be seen in Fig. 3.11, which shows
polarization on the window positioned at ϕ = ϑ = π

3
. When the angle ζ

equals 0, it means the polarization has the direction of increasing angle ϑ
(similar as in section 3.2.5). In the figure this would be vertical direction.
The original beam is polarized in z direction, i.e. ξ = 0.

Figure 3.11: Polarization structure for the window at ϕ = ϑ = π
3

3.7 Amplitude structure

As already noted in subsection 3.2.1, there is no reason amplitude should be
anything but even on all the windows. That is however not the case when
the polarizers in the windows are considered.

3.7.1 Linear polarization

If the original beam is linearly polarized, calculating the amplitude after
the light passes through the polarizer is simple, and was already mentioned
in subsection 3.2.5. All it takes is calculating cosine of the angle between
the polarizer and direction of polarization and multiply it by original beam
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Figure 3.12: Amplitude structure for the window at ϕ = ϑ = π
3

amplitude. Let E denote the amplitude after light passes through and E0

the amplitude of the original beam.
Providing that the window polarizer orientation is γ = 0, the amplitude

structure on the window ϕ = ϑ = π
3

is shown in Fig. 3.12. Technically it
bears the same amount of information as Fig. 3.11, except the cosine function
has been applied.

3.7.2 Circular polarization

As shown above, the need for having the polarizers behind the windows means
the amplitude for different windows (after passing through the polarizer) will
be different if the original laser beam is linearly polarized, which might imply
problems. A simple way to ensure the amplitude is always the same, and yet
the light is linearly polarized after it is collected, is using circularly polarized
light. Circular polarization is preserved on reflection, and when circularly
polarized light meets the polarizer, only the projection into its direction goes
through. Due to rapid changes in the beam polarization direction, the mean
amplitude behind the polarizer is constant for all the windows. According to
Malus law averaged through angles and the fact that intensity is proportional
to the square of amplitude, this mean amplitude is

E =
1√
2
E0 (3.13)
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Multiple beams reflection

4.1 Distribution of laser windows

Before a superposition of light from many laser beams can be performed, a
way to position arbitrary number of windows in the reactor chamber has to
be developed. It is equivalent to distributing points on a unit sphere, which
is not as simple task as it may sound. The main goal is to have as symmetric
and regular window distribution as possible. Another requirement is that no
window is opposite to another one, which was explained in section 3.1. It
can be shown that in the geometry that is considered, 2◦ clearance between
the centers of the windows is acceptable.

Regular distribution of points on a sphere can be achieved by using Pla-
tonic solids. However, the second requirement is not met in this case, not
mentioning that the number of points can not be arbitrarily chosen. Another
method must therefore be found.

A simple numerical algorithm was developed. It is actually a simulation
of a mechanical system, that is let to evolve in time and results in symmetric
distribution of points. The requirement that no points are opposite to each
other is not automatically met. However, after the calculation finishes, the
resulting distribution is checked, and in case it does not meet the criterion,
the calculation is run again. Because the initial positions of the points are
random, the result is never exactly the same.

Selected number of points is randomly distributed on a unit sphere. Each
point is attached to the sphere by a powerful spring. One end of the spring is
fixed to the sphere – it is free to move on the sphere surface, but cannot leave
it. Each point is assigned small positive charge, which gradually increases
with time. The points therefore begin to repel each other and would fly

35
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Figure 4.1: Final distribution of 150 points (perspective view, the points on
the back side are obscured by the sphere)

to infinity, without the constraints realized by the springs. A friction force
proportional to velocity is also introduced.

The system tends to converge to a state of minimal energy, which means
maximizing distances between the points. When the points come near stop-
ping, their positions are saved and the simulation terminates. Many distri-
butions made of different number of windows have been generated using this
simulation, and will be used for positioning the windows later on.

4.2 Superposition

Everything is now ready to start illuminating the target with more laser
beams, and study the characteristics of the light that interferes on a given
window. Geometry described in section 3.1 assumes that the beam always
illuminates the target from the direction of x axis. However, the choice of the
reference frame is arbitrary, and by rotating the whole system conveniently,
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any position of both the beam and the window can be simulated. All that
is needed is to take a window distribution generated as described above in
section 4.1, position a window that the light will be studied on to any of
the points, and illuminate the target from every point one by one, while
calculating the resulting light characteristics that arise from superposition of
the single beams.

Having polarizer in each window is very helpful now, because it ensures
that the polarization of the light on a given window will always be the same,
regardless of what was the position and polarization of the original beam.
This means there is no need to worry about polarization anymore. Calcu-
lating the result of superposition of two beams means simply adding two
harmonic waves of the same frequency. The calculation will again be per-
formed in the grid points on the window.

The result of such adding is again a harmonic wave of the same frequency,
but generally with different phase and amplitude. Let E and α be the am-
plitude and phase of the resulting wave and E1, E2, α1, α2 amplitudes and
phases of the two interfering waves. Then (for details see [3], p. 282)

E =
√
E2

1 + E2
2 + 2E1E2 cos (α2 − α1) (4.1)

tanα =
E1 sinα1 + E2 sinα2

E1 cosα1 + E2 cosα2

(4.2)

Calculating E is straightforward, for calculating α one has to use atan2
function again (like it was used in subsection 3.2.4) to place the resulting
phase to a proper quadrant.

The target is illuminated by the first beam and both amplitude and phase
in grid points are saved. Then the second beam is added, and the phase and
the amplitude that would result from illumination from this beam only is
added to the values from the first beam straightaway, as the grid points are
processed. Any number of beams can be added this way.
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4.3 Results

All results presented below are for the case of circularly polarized light. Cal-
culating the other case would mean to find some way to choose optimal
polarization orientation of the windows, which was not done yet. Results
for three different window distributions of 5, 100 and 400 windows will be
shown.

4.3.1 Amplitude structure

Figure 4.2: Amplitude structure on a window after illuminating with 5 beams
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Figure 4.3: Amplitude structure on a window after illuminating with 100
beams

Figure 4.4: Amplitude structure on a window after illuminating with 400
beams
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4.3.2 Phase structure

Figure 4.5: Phase structure (both with and without discontinuities) for illu-
minating from 5, 100 and 400 beams (top to bottom)

All phase structures above are shown both with and without discontinu-
ities (the algorithm for removing them was described in subsection 3.2.4). It
should be noted, that when the discontinuities in phase are frequent across
the window, the resulting structure after the removal may not look better
than original – a better way to remove discontinuities could probably be
found. This is however not the goal of this thesis, and the calculations that
will be later performed with phase are not affected by whether this process
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was done or not. One has to realize that the discontinuities are result of the
method used for calculating phase, and do not have any physical meaning.

4.3.3 Dependence of average amplitude on the number
of beams

Important questions now arise. What is the average amplitude of the radia-
tion across the window, how do the single grid points differ from this average,
and what is the dependence of these values on the number of beams used?
To answer this question, the simulation was run many times for many differ-
ent window distributions, and the resulting amplitude maps were analysed.
Each map is discrete (it is made of grid points) so calculating an average
amplitude as an average of the grid points values is simple, as well as calcu-
lating standard deviation. The result is shown in Fig. 4.6. As can be seen,
average amplitude increases as

√
N and the variation coefficient is always

almost exactly the same (independent of N), around 0.52.

Figure 4.6: Average amplitude and standard deviation for different number
of beams
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Conclusion

5.1 Parameters of collected light

As can be seen from section 4.3, amplitude of collected light after superpo-
sition changes rapidly across the window, and the variation does not depend
on the number of beams used. In order to verify whether proposed self-
navigation method can work, further research needs to be done to find out
how will the collected light behave in amplifiers, whether the resulting beam
will be able to reflect on phase conjugating mirror, and whether the phase
and amplitude structure of the light after reflection is good enough for the
beam to compress the target. It is likely that the amplitude inhomogenities
will pose an issue during these steps, and methods will have to be sought to
make the parameters of the laser beam even.

So far only circularly polarized light was considered. In case the light is
linearly polarized and the polarizers are conveniently oriented, the resulting
amplitude structure might be more stable. If this method does not work,
more optical elements might be needed to alter the beam parameters.

5.2 Future development

Even if both amplitude and phase structure were perfectly homogenous, there
are other issues that need to be solved. After the beam is collected, it has
to travel significant distance through amplifiers. It is however not perfectly
parallel, so its structure will change as it travels, and the beam will widen.
The changes in beam parameters need to be studied to decide whether they
significantly affect the performance. When all this is done and potential
problems solved, an ideal number of beams has to be found. The first step
might be to establish maximum energy per one beamline.

42
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What also needs to be studied are deviances from the ideal situation that
was considered so far. In reality, the target will not be 100 % reflective, it
may not be perfectly spherical and smooth, and it will not be precisely in the
middle of the target chamber. All of these assumptions have to be broken
and the changes of the resulting beam parameters have to be evaluated in
order to make a final judgement on whether the self-navigation technique
can work in real conditions.

Beside all these issues connected to the self-navigation technique, there
is a lot of issues with inertial confinement fusion itself, as already briefly
described in the first chapter. The time for self-navigation technique will not
come before a direct-drive ignition is achieved in static case and the laser
repetition rate is significantly increased, which on the other hand gives time
to develop the self-navigation technique further. Tackling the difficulties
of inertial fusion itself may or may not be possible, which one has to realize
before they become over-optimistic. However, research moves quickly forward
and what now seems nearly impossible may become reality in near future.
In case a way will be found to ignite the static pellet by lasers, and their
repetition rate is increased to a value required for a power plant, it will be
needed to deliver the pellets into the reaction chamber and irradiate them
as they fly at high frequency. Providing that the injection system will be
able to deliver the pellets to the center of the reaction chamber precisely
enough, some method of navigating the laser beams onto the target will be
needed. The proposed self-navigation technique could be one candidate, and
because any other candidate will have its problems as well, it would be wise
to develop it so that it is advanced enough when its time comes.
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